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Abstract : Machine learning have an inherent attribute of learning from the data which may be numerical data or categorical data 

in order to imitate human intelligence for increasing the performance of the system. All this is attributed to the availability of 

different types of machine learning algorithm Each type of machine learning model has its strengths and weaknesses, and the choice 

of model depends on the nature of the data and the specific problem at hand. So generalization is always worked upon for the 

selection of the machine learning model. In this paper, authors have systematically developed a framework for machine learning 

based control for a very practical problem of supply-load balance as applicable to electrical power system. The identified problem 

is regression based. The paper thoroughly analyzes different combinations of machine learning algorithm along with different 

network architecture for achieving the desired results in the selected multi-area load frequency control problem with greater 

accuracy and high speed. 

 

IndexTerms - Machine learning, network type, training technique, load frequency control, Mutli area control 

 

I. INTRODUCTION 

 

In the past decade the world has witnessed tremendous technological growth owing to Artificial intelligence and most recently 

machine learning has contributed tremendously towards the betterment of global civilization. Machine learning focuses on using 

data and algorithm to simulate the human behaviors and that too with progressively increasing accuracy. Algorithms are developed 

and trained to employ statistical approach for performing either or both classification and predication for revealing data mining 

initiatives. Such insights are invariably employed in almost every walk of life viz. health care, sentiment analysis, neural information 

processing, marketing and the social sciences, bioinformatics, robotics, market analysis, electrical power system, space science, 

defense, surveillance to name the prominent few [1-8].  

 

The wide field of machine learning includes artificial neural networks (ANN) and deep learning. ANN has the sophisticated 

capacity to ingest and process data in a way that substantially lowers the need for human involvement for adaptability to handle 

real-time problems involving large and complex data. Hence, ANN ranks among the best available means for performing complex 

operation of pattern classification [9-11] and function approximation [12-14].  

 

The generalized work process of designing and implementing an artificial neural network involves three major steps. 

Starting with the data preparation for the ANN network followed by defining the ANN network which  involving creating a 

particular type of network out of available number of network, configuring the network object and then initializing the weights and 

bias of the network. The last step is training and applying the ANN network which involves complex intrinsic steps of selecting the 

performance function, training algorithm, selecting the network performance criterion, analyzing and reconfiguring the network.  

But the implementation of the ANN based machine learning method has its own challenges, owing to the different types of real 

world problem categorized to classification, prediction or control.  

 

This paper particular highlight the ANN based machine learning taxonomy as applicable to selected load frequency control 

problem in power system. 
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1.1 Review on Machine Learning Based Load Frequency Control  

Electric power systems are interconnected systems which are always required to meet the ever growing consumer electric power 

demand without compromising both the quality and reliability of the supplied power. This operation becomes even more complex 

under the constraints of (a) less dependency on fossil fuel based power owing to exhaustible nature of the fuel and growing 

environmental concerns, (b) growing penetration of renewable energy resources for economic operation because of inexpensive 

and inexhaustible nature of the fuel like wind and solar and (c) more stressed transmission line which are made to operate near 

thermal limits due to socio-economic constraints on expanding transmission network [6].  

 

Interconnected system comprising of areas or regions are required to maintain balance between supply (electric power) 

and demand (load). A sample two area network connected through a tie-line is shown in fig. 1.  

Area-1

LFC1 LFC2

PL1 PL2Tie Line

Δf1 Δf2

f

Area-2

 
Figure 1: A general representation of two Area LFC 

 

Since load requirements are dynamic in nature so the electric power has to be scheduled in such a way that it meets the load 

requirements and the associated losses [15]. Mathematically at any instant (1) has to be followed  

   lossesdemandgeneration PPP    (1) 

 

The key performance parameter being the frequency which has to be maintained at fixed value. A small perturbation in (1) results 

in the shift in operating point and the same is reflected in the frequency deviation. So load frequency control (LFC) which earlier 

addressed the dispatching problem [16] with the help of fixed gain controller is now considered to be an optimization problem 

where the gains of the controllers have to optimally selected so as to enhance the system stability. 

One of the widely employed objective function for obtaining the control parameters of LFC is Time Integral of Absolute Error 

(ITAE) based on frequency deviation of both the interconnected areas defined as Δf1, Δf2, and deviation in tie line power ΔP12. 

The formulated objective function is expressed as  

   dtPffJ 1221     (2) 

 

Many conventional control based approaches have been proposed in literature which are using linear and non-linear control 

scheme [17-21] for providing control in the load frequency control loop for controlling the frequency against the load changes.  The 

next paradigm shift is in the use of Artificial intelligence based control for providing optimal control in the LFC loop [22-49]. Much 

of the work is associated with the implementation of expert control involving Fuzzy logic [22-26] and Artificial Neural Network 

based control [27-49].  

 

LFC has made use of ANNs to improve performance and address a variety of issues ranging from controller designing and 

parametric tuning [27-32], handling the non-linear behavior of the power system by means of approximation and providing more 

accurate control which may sometime be self adjusting thus providing adaptive control [33-40], estimating the unkown dynamics 

[41-45], integration with other conventional controller like PID or replacing them completely [46-48]. 

 

The limitation in the reported work is little or no information about the selection of the ANN structure for implementing 

the intelligent controller. Neither any information about the formulation of the ANN network is provided. The current wok aims to 

systematically develop a framework for machine learning based LFC keeping in view of the available network type and learning 

algorithm for minimizing the frequency deviation at the earliest with least error.  

 

II. BENCHMARK ANN MODEL 

It's important to remember that while ANNs provide many benefits, there are some drawbacks as well. Choosing the right training 

data, designing the network architecture, and generalizing are essential components of employing ANNs for load frequency 

management efficiently. Furthermore, significant consideration must be given to safety and stability issues when applying neural 

network-based control in crucial infrastructure, such as power systems. 

 

The numerous types of non-linear neural network architecture are inspired by the human brain. In essence, neural networks are 

taught using certain learning algorithms to estimate future predictions. The basic linear neuron architecture vectored input which 

forms the backbone or the building block of other types of ANN structure is shown in Fig. 2. It consist of two layers viz. input layer 

and the output layer. The input data set or pattern series is sent to the input layer in order to perform a specific task of classification, 
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prediction or controlling. The input data is then processed through biases and weights at the hidden in accordance with the settled 

target and through the activation function the output is obtained. The generalized output achieved from thisnetwork with vectored 

input is represented as 

     
)( bWnfFt 

     (3) 

 

 

 

Figure 2: Simple network structure 

 

A simplified benchmark three layer feedforward artificial neural network is shown in Fig. 3. The three layers are the input layer, 

hidden layer and the output layer. The input node receives the input data which is processed at the hidden layer through the weights 

and bias and then the output of the hidden layer is fed to the output layer, which consists of the total activation function response, 

weights, and biases in accordance with the targets [50]. 

 

Figure 3: Simple feed forward neural network structure 

The generalized output achieved from the the feed forward neural net irepresented as shown in Fig. 3 having 5 input nodes at the 

input layer, a hidden layer and a single output neuron. The depicted learning and and training takes place as per the following 

algorithm the hidden layer neuron output is given by (4) as assisted by vectored  weight  and bias, b 

)3,....,1 and 5,...1,0for           

0

, 


hibywnet khk

n

i

ihj   (4) 

3,2,1for          )(  hnetfz lhk      (5) 

 

The netl is used to calculate the output of lth hidden node in which the wk,lis value of weight of the neuron connecting the input 

node ito the hidden layer node handyk is the kth input data. 

The output of the hth hidden node is calculated as zl with activation function fhas (5). The activation function used at hidden layer 

is tangent sigmoid, tansigwhich is expressed as  

1
1

2
)(

2





 IPe
IPf      (6) 

 

The overall output is calculated as 
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where, the activation function fo  of the ouptut layer and is generally the employed transfer function is pure linear (purelin) given 

by(8), the weight connected between hth hidden node and mth output node is wh,mfor this case m is 1 

IPIPf )(        (8) 

 

The complexity of the system arises due to a large combination formed within the ANN structure selection owing to availability of 

a large number of network types, training techniques and activation function in ANN structure. A glimpse of the same is shown in 

Fig. 4 below.  

 

Heuristic Training Technique

1. traingd (gradient descent  back propagation)

a) traingd

b) traingdm

c) traingda

d) trainrp

2. Numerical Optimization 

Conjugate gradient training

a) traincgf

b) traincgp

c) traincgb

Quasi Newton

a) trainbfg

b) trainoss

c) trainlm

Levelberg-Marquardt

a) trainlm

b) trainbr

Network Type

1. Cascade forward backpropagation network

2. Competitive network

3. Elman  backpropagation network

4. Feedforward backpropagation network

5. Feedforward distributed time delay network

6. Feedforward time delay network

7. Generalized regression network

8. Hopfield network

9. Layer recurrent network

10. Linear layer design network

11. Linear layer train network

12. Learning vector quantization(LVQ) network

13. NARX network

14. NARX serial parallel network

15. Perceptron network

16. Probabilistic network

17. Radial Bias network

18. Self organizing map network

Transfer Function Type

1.     Hardlim 2.      Purelin 3.     Logsig 

4.     Tansig 5.     Satlin 6.     Softmax

7.     Compet 8.     Poslin 9.    Tribas

10.     Radbas 11. Satlin

 

Figure 4:  ANN structure selection parameters [50] 

All the network types are basically formed from the simple network structure shown in Fig. 2. For a perceptron layer the transfer 

function used is hardlim, for linear network the output transfer function is purelin. Both of these networks are single layer network. 

  

The back propagation basedneuralnetwork has multiple layers thus corresponding to Fig. 3. Here the hidden layer can have tansig 

activation function and output layer will have purlin activation function 

 

Another type of neural network is the recurrent type network which can be a two layer network. These network have feedback link 

going from the second layer to the first layer these network are useful for generating time varying parameters. The general type is 

shown below in Fig 5.Since these network features two feed forward and feedback pathways at the mid or hidden layer, hence the 

input is processed numerous times before it reaches the output, the delay or feedback serves as the memory. Compared to other 

networks, they have the benefit of being able to map more intricate and nonlinear time [50] 
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Figure 5: Three layer recurrent network 

 

The next type of network are the control system based network which have three  categories consisting of Model Reference 

controller , the NARMA controller and the NN predictive controller  such controller helps in transforming the non-linear system 

dynamics to linear dynamics by the means of cancelling the non linearities  

The probabilistic and the radial bias network makes use of the radbas transfer function and instead of summation as in simple neural 

network it makes use of the distribution function, the output layer still has the purelin transfer function. A generalized structure of 

the same is shown in Fig. 6. 

 

Figure 6: Three layer radial basis network 

Similar to radial basis network is the generalized regression network and the probabilistic neural network has input, pattern, 

summation, and output layer network. The activation function is employed is purelin at the summation layer and radbasactivation 

function is used in the pattern layer [34]. Such a system is generally employed for time-series analysis.  

III. METHODOLOGY 

This section gives the insight of the methodology adopted for developing the framework for the machine learning based load 

frequency control. The first sub-section explains the adopted benchmark LFC model and the second subsection explains the ANN 

structure selection and modelling of the ANN based LFC controller. 
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3.1 Two area Benchmark LFC model 

A generalized LFC model is shown in figure 7 below. This is a transfer function model and has been refereed from [15] 

and has been used as base model for all the two area networks. Each area have  conventional power generation system consisting 

of a generator with time constant Tgi, a turbine with time constant Tti, a synchronous generator with inertia constant Hi droop 

controller with gain Ri and frequency dependent load Di ,a conventional PI controller with proportional gain Ki and integral gain 

Ki.  
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Figure 6: Benchmark two area LFC based network 

 

The two areas are connected through the tie line and the error is fed to the PI controller which controls the governor turbine assembly 

which in turn controls the synchronous generator. The overall reacts to the load fluctuations which in turn create the imbalance 

which results in frequency deviation and to settle these frequency deviations the conventional PI controller reacts to the area control 

error thus allowing the transference of power through the tie line thus controlling the frequency. The selected parameter for the two 

areas, viz area 1 and area 2 are 0.2 s and 0.3 s as generator time constant, 0.5 s and 0.6 s as turbine time constant, 5 and 4 as inertia 

constant, 0.6 and 0.9 as frequency dependent load and with droop control of 0.05 and 0.625 for the respective areas.  

 

3.2 ANN Model Selection 

The balance between load and generation within the power grid is ensured by load frequency control (LFC), a crucial 

component of power system operation. While employing ANN for load frequency management the structure type, taining data and 

training algorithm have to be rightly selected for obtaining the best results.  

 

Based upon the review of the available literature and the available network type the ANN network for performing LFC is broadly 

categorized as linear newtrok, Feedforward network and the recurrent network thus excluding he control network, radial basis 

network including the GRNN and probabilistic network.  

 

The training algorithm are selected based upon the learning procedure adopted which is categorized as supervised and unsupervised 

learning [53]. Under the supervised learning the most effective ANN newrok structure are self organizing network including 

competitive network and LVQ network [50,53].  

 

Based upon this information only supervised learning is available which include the heursitc techniques and numerical optimization 

technique. For the heuristic technique all the four techniques are opted due to inherent feature of using the learning with gradient 

decent. This forms the basic learning or training algorithm named taingd followed by batch training method which includes an 

acceleration factor and the algorithm is referred as traingdm. The next method employed is using gradient descent with variable 

learning rate, the training algorithm referred to as  traingda and a resilient method denoted as tarinrp [50]. 

Though the above training method are good for linear network including with memory, multiple layer or with feedback but still for 

the recurrent neural network the numerical optimization techniques have also been employed. These are the famous and most 

employed trainlm famously known as Levenberg-Marquardt algorithm [37,41] and the other is traincgp involving conjugate 

gradient method [42] 

 

Hence in this methodology, the three adopted model are Linear network, Feedforward Network and the Recurrent network. The 

learning model is whole set of heuristic model and two numerical optimization based learning methodology namely trainlm and 

traincgp. 

 

IV. RESULTS AND DISCUSSION  

The impact of using the different ANN model with different training algorithm when employed to the two area benchmark LFC 

model is discussed in this section. The conventional controller is replaced by the ANN based Machine learning algorithm and tested 

under the load perturbation of 0.1875 pu. A Comparison is drawn on the three selected ANN models viz. Linear network, 

Feedforward network and the recurrent network with the above mentioned six training algorithms to demonstrate the effectiveness 

of the adopted methodology.  

 

Figure 7 shows the impact of Linear ANN network employing the heuristic training techniques and the numerical optimization 

training techniques. It is evident that traingd method gives the best result in the whole set of training algorithm where the frequency 
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deviation settle to zero at a much faster speed followed by trainrp. In the numerical optimization training method both the algortihm 

gives nearly the same result but is less resilient to the heuristic method.  

 

 

Figure 7: Frequency deviation in area 1 using Linear ANN network 

 

Figure 8 shows the impact of Feedforward ANN network employing the heuristic training techniques and the numerical optimization 

training techniques. It is evident that traingdm method gives the best result in the whole set of training algorithm where the frequency 

deviation settle to zero at a much faster speed followed by traingda. In the numerical optimization training method both the algorithm 

gives nearly the same result but is less resilient to the heuristic method.  

 

 
Figure 8: Frequency deviation in area 1 using Feedforward ANN network 

 

 

Figure 9 shows the impact of Recurrent ANN network employing the heuristic training techniques and the numerical optimization 

training techniques. It is evident that traingda method gives the best result in the whole set of training algorithm where the frequency 

deviation settle to zero at a much faster speed followed by traingdm. In the numerical optimization training method trainlm performs 

better than traincgp but in comparison to heuristic methods numerical optimization training shows inferior control capabilities.  

 

From  the obtained results it is observed that recurrent networks provides the best control capability employing both the heuristic 

and numerical optimization training methodology in comparison to the linear and the Feedforward ANN network. In general traingd 

and traingda method are comparatively better training methods. 
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Figure 8: Frequency deviation in area 1 using Recurrent ANN network 

 

V. CONCLUSION 

For data classification and regression applications machine learning models are widely used. But proper methodology for 

selecting a machine learning based model and then deciding upon the structure, algorithm and performance analysis crieterion is 

generally left unanswered. For this, author’s have proposed and demonstrated a methodology for the selection of machine learning 

model as applicable to famous load supply balance equation in power system. A comparison is drawn among the different available 

network architecture for settling the frequency deviation to zero at the earliest without offset in the two area load frequency control 

problem. The recurrent network provides the best result and for learning algorithms traingd and traingda method are comparatively 

better training methods. 
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