
                                                © 20XX IJNRD | Volume X, Issue X Month 20XX | ISSN: 2456-4184 | IJNRD.ORG 

 

PaperID International Journal of Novel Research and Development (www.ijnrd.org)  

 

25 

 Supervised Machine Learning Algorithms for the 

Detection of Malware Activities 

1Dr. Manjunatha S, 2Dr. Preethi S, 3Dr.Bharani B R, 4Prof. Vijayalakshmi R Y 
1Associate Professor, 2 Professor, 3Associate Professor, 4Assistant Professor 

1Computer Science and Engineering, 2,3,4Information Science and Engineering,  
1,2,3,4Cambridge Institute of Technology, Bangalore, India. 

 

 

Abstract: Malware Detection is a significant part of endpoint security including workstations, servers, cloud instances, and mobile 

devices. Malware Detection is used to detect and identify malicious activities caused by malware. With the increase in the variety 

of malware activities on different files online and offline, It's Important for Data Security, Privacy and protection. So We will use 

Machine Learning and its algorithm to see the accuracy and prediction on Malware Datasets. In this Project we will use many 

different algorithms for analysing and studying the Malware in Dataset. 
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INTRODUCTION 

Idealistic hackers attacked computers in the early days because they were eager to prove themselves. Cracking machines, however, 

is an industry in today's world. Despite recent improvements in software and computer hardware security, both in frequency and 

sophistication, attacks on computer systems have increased. Regrettably, there are major drawbacks to current methods for detecting 

and analysing unknown code samples. The Internet is a critical part of our everyday lives today. On the internet, there are many 

services and they are rising daily as well. Numerous reports indicate that malware's effect is worsening at an alarming pace. 

Although malware diversity is growing, anti- virus scanners are unable to fulfil security needs, resulting in attacks on millions of 

hosts. Around 65,63,145 different hosts were targeted, according to Kaspersky Labs, and in 2015, 40,00,000 unique malware 

artefacts were found. Juniper Research (2016), in particular, projected that by 2019 the cost of data breaches will rise to $2.1 trillion 

globally. Current studies show that script-kiddies are generating more and more attacks or are automated. To date, attacks on 

commercial and government organisations, such as ransomware and malware, continue to pose a significant threat and challenge. 

Such attacks can come in various ways and sizes. An enormous challenge is the ability of the global security community to develop 

and provide expertise in cybersecurity. There is widespread awareness of the global scarcity of cybersecurity and talent. 

Cybercrimes, such as financial fraud, child exploitation online and payment fraud, are so common that they demand international 

24-hour response and collaboration between multinational law enforcement agencies. For single users and organisations, malware 

defence of computer systems is therefore one of the most critical cybersecurity activities, as even a single attack may result in 

compromised data and sufficient losses. Mobile phones have become increasingly important tools in people’s daily life, such as 

mobile payment, instant messaging, online shopping, etc., but the security problem of mobile phones is becoming more and more 

serious. Due to the open source nature of the Android platform, it is very easy and profitable to write malware using the 

vulnerabilities and security defects of the Android system. This is the main reason for the rapid increase in the number of malware 

on the Android system.  

 
LITERATURE SURVEY 

Christodorescu et al., 2005 [3] described a malware instance as a program whose objective is malevolent. McGraw and 

Morrisett,2000 defined malicious code as “any code added, changed, or removed from a software system in order to intentionally 

cause harm or subvert the intended function of the system.” The description given by (Vasudevan and Yerraballi, 2006) which 

described malware as “a generic term that encompasses viruses, trojans, spywares and other intrusive code.” [4] (Aycock, 2006) 

defined malware as “software whose intent is malicious, or whose effect is malicious”. [5] The term “malware” here is being used 

as the generic name for the class of code that is malicious, including viruses, trojans, worms, and spyware. Malware authors use 

generators, incorporate libraries, and borrow code from others—there exists a robust network for exchange, and some malware 

authors take time to read and understand prior approaches by (Arief & Besnard ,2003.)  [6] (Fred Cohen's) original definition of a 
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computer virus as of 1983 was: "a program that can 'infect' other programs by modifying them to include a possibly evolved copy 

of itself." He updated this definition a year later in 1984 in his paper entitled: "Computer Viruses – Theories and Experiments”. [7] 

According to BBC News online, 2004 malware is a general term for a piece of software inserted into an information system to cause 

harm to that system or other systems, or to subvert them for use other than that intended by their owners. 

 

METHODOLOGIES 

Machine learning can easily identify the malware in the data and datasets. Different types of machine learning algorithms are applied 

such as:   

•SVM  

•Random forest  

•XG boost  

 

Random forest   

A random forest is a machine learning technique that’s used to solve regression and classification problems. It utilizes ensemble 

learning, which is a technique that combines many classifiers to provide solutions to complex problems.  

A random forest algorithm consists of many decision trees. The ‘forest’ generated by the random forest algorithm is trained through 

bagging or bootstrap aggregating. Bagging is an ensemble meta-algorithm that improves the accuracy of machine learning algorithms.  

 

  

 

 

 

 

 

 

 

 

 

 

 

Fig 1: Random Forest 

 

 

XG boost  

XGBoost or extreme gradient boosting is one of the well-known gradient boosting techniques(ensemble) having enhanced 

performance and speed in tree-based (sequential decision trees) machine learning algorithms. It is the most common algorithm used 

for applied machine learning in competitions and has gained popularity through winning solutions in structured and tabular data.   

 

 

 

 

 

 

 

 

 

 

                

 

   Fig 2: XG Boost 

 

SVM  

Support Vector Machine or SVM is one of the most popular Supervised Learning algorithms, which is used for Classification as well 

as Regression problems. However, primarily, it is used for Classification problems in Machine Learning.  The goal of the SVM 

algorithm is to create the best line or decision boundary that can segregate n-dimensional space into classes so that we can easily put 

the new data point in the correct category in the future. This best decision boundary is called a hyperplane. SVM chooses the extreme 

points/vectors that help in creating the hyperplane. These extreme cases are called as support vectors, and hence algorithm is termed 

as Support Vector Machine. 
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Fig 3: SVM 

 

This section depicts how ML algorithms are evoked to detect malware. The evaluation of the algorithms considered multiple 

malware features including PE headers, instructions, calls, strings, compression and the Import Address Table. The implementation 

was based on Python and sklearn (Saxe and Sanders, 2018).  

 

Random Forest Classifier  

A decision tree solves problems by automatically generating interrogation while training samples. For each node of the tree, a 

question is employed to decide whether the sample is a malware or a benignware. The random forest algorithm (Breiman, 2001) 

combine multiple decision tree where each tree is trained using different questions. Each tree was trained using a random chosen 

partial set of samples and the features of each sets are randomly selected. hashed features hasher.transform ([string features]) The 

detection of a sample is performed on every tree and the algorithm decides on the maliciousness of the binary founded on the 

response of the majority of the trees.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4: Random forest classifier performance graph 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 5: Support vector machines classifier performance 

 

 

Support Vector Machines Classifier  

The support vector machine classifier will also draw a hyperplane that splits malware from benignware in the training dataset. The 

decision of being clean or suspicious depends on its location compared to the hyperplane (Chebbi, 2018). 
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Table 1: Classifiers’ Performance 

 

Classifier FPR TPR 

Random forest classifier 0.01 92% 

Logistic regression classifier 0.01 40% 

Naive baise classifier 0.021 65% 

Support vector machines classifier 0.01 40% 

K-nearest neighbors classifier 0.01 59% 

Neural network classifier 0.01 82% 

 

 

TECHNICAL ANALYSIS  

This section analyses malware leveraging Random Forest, Logistic Regression, Naive Bayes, Support Vector Machines, K-nearest 

neighbors and Neural Networks algorithms. These models were trained on datasets from (Saxe and Sanders, 2018). The evaluation 

between these algorithms includes the Receiver Operating Characteristic Curve, the detection time and the limitation of each 

algorithm.   

 

Receiver Operating Characteristic Curve  

The Receiver Operating Characteristic Curve (ROC Curve) permits to predict the correctness of machine learning algorithms 

(Bradley, 1997). It consists of a plot visualizing the algorithm true positive rate (TPR) versus its false positive rate (FPR).  

 

 

 

 

 

 

Predictive rates are divided in four classes:  

• True Positive (TP): The binary is correctly predicted as being malicious.  

• True Negative (TN): The binary is correctly predicted as being benign.  

• False Positive (FP): The binary is incorrectly predicted as being malicious.  

• False Negative (FN): The binary is incorrectly predicted as being benign.  

A good classifier will try therefore to maximize the true positive rate and to minimize the false positive rate. Comparing the several 

ROC Curves (Table 1), the performance of the random forest classifier is the best among the other algorithms. Besides, comparing 

the plots of the detectors, the random forest classifier performs well, noting that the execution can be enhanced when scaling the 

training dataset to a bigger amount of test data adding millions of samples. Others parameters can be added as well.  

 

Detection Time  

To highlight the performance of ML detectors, the same binaries were tested using the different classifiers. Figure 7 summarizes 

the detection time of each classifier. For a same new binary to test, the neural network and logistic regression classifier achieved 

the fastest detection rate (4.6 secondes) and the random forest classifier the slowest average (16.5 secondes).  

 

 

 

 

 

 

 

 

 

Fig 6: Average 
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CONCLUSION 

The information age has recently discovered the value of big data and information that can hide in disparate, large data sources. 

The current interest in data has also spread across multiple applications to detect and prevent attacks. New technologies permit 

nowadays an advanced analytics approach leveraging big data. In cybersecurity, machine learning algorithms can be used to detect 

external intrusions, for example by identifying patterns in the behavior of attackers performing reconnaissance, but also to detect 

internal risks. The analysis simply aims to provide visualization so that human interaction can be applied to infer ideas. By 

combining data from system log files, historical data on IP addresses, honeypots, system and user behaviors, etc. a more 

comprehensive overview of a normal situation is conceived. The wit is to analyze multiple sources and patterns to signal unwanted 

behavior. Furthermore, machine learning is used for attack detection and attribution. Besides, several use cases of machine learning 

are employed for penetration testing. The work done in this paper proves that different approaches can be leveraged to detect 

malware using machine learning. Several algorithms have been implemented, trained and tested. For each algorithm, the 

methodology of detecting malware have been abridged in details. Moreover, the ROC Curve of each classifier has been illustrated 

showing that some algorithms perform better than others. This study and classifiers’ evaluation show that random forest operates 

satisfactorily comparing to other algorithms even that the average detection time is not the lowest. Our future plans consist in 

studying and enhancing the detection of malware using hybrid training model and ensemble learning. These algorithms can be built 

also leveraging other parameters and training data. In addition, in a next step we envisage to associate multiple analysis techniques 

to detect malware. For a complete detection mechanism, we plan to combine static, dynamic and machine learning techniques to 

analyse malware. 
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