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Abstract :  Fetal birth weight estimation is an essential part of obstetric care, particularly in high-risk pregnancies where fetal growth 

may be compromised. The accuracy of fetal birth weight estimation guides decisions on the timing and mode of delivery, potentially 

improving outcomes for the mother and baby. There are different methods used to estimate fetal weight, including clinical 

assessment, ultrasound-based formulas, and customized growth charts. Factors that can affect fetal growth, such as maternal 

conditions and fetal factors, are also examined. Ultrasound-based formulas are more accurate and reliable in fetal weight estimation. 

They involve the use of ultrasound measurements of fetal biometry, such as head circumference, abdominal circumference, and 

femur length, to estimate fetal weight. These formulas are based on mathematical models that use multiple regression analysis to 

predict fetal weight. In recent years, machine learning techniques such as Artificial Neural Networks (ANN), Support Vector 

Machines (SVM), Random Forest (RF), and Decision Trees (DT) have been used in fetal birth weight estimation models. These 

techniques use a combination of ultrasound measurements and maternal variables to predict fetal weight. They have shown 

promising results in improving the accuracy of fetal weight estimation in high-risk pregnancies. Ongoing fetal surveillance is vital 

in high-risk pregnancies to detect growth abnormalities and facilitate appropriate management. A system like the one proposed here 

provides valuable insights for clinicians managing high-risk pregnancies, enabling them to make informed decisions regarding fetal 

weight estimation and delivery management. 

 

KEYWORD: Random Forest (RF), Ultrasound, customized growth charts, multiple regression analysis, fetal surveillance, delivery 

management.  

 

INTRODUCTION 

 

Fetal birth weight estimation is an essential part of obstetric care, especially in high-risk pregnancies where fetal growth may be 

compromised. Accurate estimation of fetal weight is crucial in guiding clinical decision-making on the timing and mode of delivery, 

potentially improving outcomes for both the mother and the baby. In this essay, we will discuss the different methods used to 

estimate fetal weight in high-risk pregnancies, the factors that can affect fetal growth, and the importance of ongoing fetal 

surveillance. 

In the context of high-risk pregnancies, fetal birth weight estimation is an important aspect of prenatal care. Fetal growth restriction 

can lead to adverse outcomes during delivery and increase the risk of neonatal morbidity and mortality. Linear regression is a 

commonly used machine learning technique in fetal birth weight detection in high-risk pregnancies. 

There are several methods used to estimate fetal weight in high-risk pregnancies, including clinical assessment, ultrasound-based 

formulas, and customized growth charts. Clinical assessment involves measuring the fundal height and palpation of the abdomen 

to estimate fetal weight. Although it is a straightforward and cost-effective method, it has limited accuracy and can be prone to 

errors. 

 

Ultrasound-based formulas are a more accurate and reliable method to estimate fetal weight. They involve measuring fetal biometry, 

such as head circumference, abdominal circumference, and femur length, using ultrasound to calculate fetal weight. These formulas 

are based on mathematical models that use multiple regression analysis to predict fetal weight, and they provide a high degree of 

accuracy in fetal weight estimation. 
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Customized growth charts are another method used to estimate fetal weight in high-risk pregnancies. They consider factors such as 

maternal height, weight, and parity, as well as fetal sex and gestational age, to create customized growth charts that estimate fetal 

weight. These charts are useful in high-risk pregnancies where fetal growth may be compromised due to maternal or fetal factors. 

Several factors can affect fetal growth and birth weight, including maternal conditions such as gestational diabetes, hypertension, 

and obesity, and fetal factors such as genetic abnormalities and sex.  

 

Gestational diabetes can lead to excessive fetal growth, while hypertension can cause intrauterine growth restriction (IUGR) and 

low birth weight. Male fetuses tend to be larger than female fetuses, and genetic abnormalities can also affect fetal growth and birth 

weight. Ongoing fetal surveillance is crucial in high-risk pregnancies to detect growth abnormalities and facilitate appropriate 

management. This surveillance involves regular ultrasound examinations to monitor fetal growth and wellbeing. If growth 

abnormalities are detected, interventions such as close fetal monitoring, delivery planning, or induction of labor may be necessary. 

 

In recent years, machine learning techniques such as Artificial Neural Networks (ANN), Support Vector Machines (SVM), Random  

Forest (RF), and Decision Trees (DT) have been used in fetal birth weight estimation models. These techniques use a combination 

of ultrasound measurements and maternal variables to predict fetal weight, and they have shown promising results in improving the 

accuracy of fetal weight estimation in high-risk pregnancies. 

 

Fetal birth weight estimation is a crucial aspect of obstetric care, particularly in high-risk pregnancies. Accurate estimation of fetal 

weight can guide clinical decision-making on delivery timing and mode, potentially improving outcomes for both the mother and 

baby.  

 

Ultrasound-based formulas, customized growth charts, and machine learning techniques have shown promise in improving the 

accuracy of fetal weight estimation in high-risk pregnancies. Ongoing fetal surveillance is vital to detect growth abnormalities and 

facilitate appropriate management. With the use of a system like the one proposed here, clinicians can make informed decisions 

regarding fetal weight estimation and delivery management. 

Machine learning techniques have been used in recent studies for fetal birth weight estimation in high-risk pregnancies. Some of 

the commonly used techniques are: 

 

 Artificial Neural Networks (ANN): ANNs are a set of algorithms inspired by the human brain's functioning. They have been 

used in fetal birth weight estimation models to predict the fetal weight based on maternal and fetal variables. 

 Support Vector Machines (SVM): SVM is a popular supervised learning algorithm used in classification and regression 

analysis. It has been used in fetal birth weight estimation models to predict the fetal weight based on ultrasound measurements 

and other maternal variables. 

 Random Forest (RF): RF is a popular ensemble learning algorithm used in regression analysis. It has been used in fetal birth 

weight estimation models to predict the fetal weight based on ultrasound measurements and other maternal variables. 

 Decision Trees (DT): DT is a popular machine learning algorithm used in classification and regression analysis. It has been 

used in fetal birth weight estimation models to predict the fetal weight based on ultrasound measurements and other maternal 

variables. 

In our implementation, we are trying to make use of Random Forest (RF) and linear regression algorithm to effectively identify and 

predict the weight of fetus which can then lead the clinicians to provide accurate treatments and also to make a proper assessment 

of the patient. 

 

Random Forest Regressor is a machine learning algorithm that is used for regression tasks. It is an ensemble learning method that 

combines multiple decision trees to make predictions. In a Random Forest Regressor, each decision tree is trained on a randomly 

selected subset of the data. The final prediction is then made by aggregating the predictions of all the individual decision trees. This 

method reduces the impact of overfitting and increases the accuracy of the model. 

 

Random Forest Regressor is a powerful algorithm that can handle high-dimensional datasets, noisy data, and nonlinear relationships 

between features and the target variable. It works by randomly selecting a subset of the available features for each tree and then 

evaluating the best split for each feature subset. By aggregating the predictions of multiple decision trees, the algorithm can capture 

more complex relationships between features and the target variable. 

 

The Random Forest Regressor has numerous applications in various fields, including finance, healthcare, and marketing. In finance, 

it can be used for predicting stock prices or identifying fraudulent activities. In healthcare, it can be used for predicting patient 

outcomes or identifying risk factors for diseases. In marketing, it can be used for predicting customer behaviour or identifying target 

audiences. Overall, the Random Forest Regressor is a powerful and flexible algorithm that can be used for a wide range of regression 

tasks. 

 

This method involves the combination of multiple decision trees to improve the accuracy of fetal weight estimation. In this approach, 

each decision tree in the forest is trained on a random subset of the data, and the final prediction is the average of the predictions 

made by each tree. 

Random Forest Regression has been shown to be effective in handling complex and high-dimensional data, as well as noisy data, 

which is typical in the medical field. The algorithm uses a combination of ultrasound measurements of fetal biometry and maternal 

variables to predict fetal weight. The features that are most relevant in predicting fetal weight are automatically selected during the 

training process, making the algorithm more robust and less prone to overfitting. 
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Studies have shown that Random Forest Regression can improve the accuracy of fetal weight estimation in high-risk pregnancies 

compared to traditional methods such as clinical assessment and ultrasound-based formulas. This is due to the ability of the 

algorithm to handle non-linear relationships between features and the target variable, as well as its ability to capture interactions 

between different features. 

 

Random Forest Regression is a powerful machine learning technique that has been shown to be effective in improving the accuracy 

of fetal weight estimation in high-risk pregnancies. Its ability to handle complex and high-dimensional data, as well as noisy data, 

makes it an ideal method for this application. The use of this technique can ultimately improve the outcomes for both the mother 

and the baby by guiding decisions on the timing and mode of delivery. 

 

Linear regression is a fundamental machine learning algorithm that is widely used in statistical modelling and data analysis. It is a 

supervised learning technique that involves predicting a continuous output variable (also known as the dependent variable) based 

on one or more input variables (also known as independent variables or predictors). 

 

In linear regression, the objective is to find the best-fitting line that represents the linear relationship between the input variables 

and the output variable. This line is represented by a mathematical equation, which takes the form of equation y = mx + b, where y 

is the dependent variable, x is the independent variable, m is the slope of the line, and b is the y-intercept. 

 

The linear regression algorithm learns the values of the slope and the intercept by minimizing the sum of squared errors between 

the predicted values and the actual values of the output variable in the training dataset. This process is known as the method of least 

squares. 

 

Linear regression models in fetal birth weight detection involve multiple independent variables such as gestational age, maternal 

weight, and ultrasound measurements of fetal growth parameters such as biparietal diameter, head circumference, and abdominal 

circumference. These variables are used to develop a mathematical model that can predict the fetal birth weight. 

 

Once the model is validated, it can be used to predict the fetal birth weight for new high-risk pregnancies. The model takes input 

variables such as gestational age, maternal weight, and ultrasound measurements of fetal growth parameters and generates a 

prediction of fetal birth weight. 

 

The use of linear regression in fetal birth weight detection in high-risk pregnancies has several advantages. It provides accurate and 

reliable information that can be used to manage high-risk pregnancies and reduce the risk of complications during delivery. It can 

also aid in the decision-making process for elective delivery and neonatal care. 

 

However, it is important to note that the accuracy of the model depends on the quality of the input variables and the limitat ions of 

ultrasound measurements. The model may also need to be updated periodically to reflect changes in medical practice and 

improvements in technology. Therefore, it is essential to use linear regression models in fetal birth weight detection as part of a 

comprehensive approach to prenatal care in high-risk pregnancies. 

 

Studies have shown that ML algorithms can improve the accuracy of fetal weight estimation, especially in high-risk pregnancies 

where fetal growth may be compromised. By incorporating multiple variables and ultrasound measurements, these models can 

provide more accurate predictions of fetal weight and enable better decision-making about delivery management. 

 

Machine learning (ML) has shown promise in fetal birth weight estimation for high-risk pregnancies. Accurate fetal birth weight 

estimation is crucial for managing high-risk pregnancies as it helps in identifying the appropriate time for delivery and planning for 

neonatal care.  
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RELATED WORK 

Several studies have been conducted to explore the accuracy of fetal birth weight estimation methods in high-risk pregnancies. 

Some of the related works in this area are: 

1. Bajracharya et al. (2018) conducted a study to compare the accuracy of different ultrasound-based formulas for estimating fetal 

weight in high-risk pregnancies. The study included 123 pregnant women with high-risk pregnancies who underwent ultrasound 

examinations within two weeks of delivery. The authors used three different formulas, including the Hadlock formula, the 

Shepard formula, and the customized formula, to estimate fetal weight. The results showed that the Hadlock formula was the 

most accurate, with a mean absolute error of 9.38%. The Shepard formula and customized formula had mean absolute errors 

of 11.23% and 11.81%, respectively. The study concluded that the Hadlock formula is a reliable method for fetal weight 

estimation in high-risk pregnancies and can help guide delivery management decisions. However, the authors noted that further 

studies are needed to validate the accuracy of the formulas in larger populations and diverse settings. 

2. The study by Sameshima et al. (2016) aimed to compare the accuracy of ultrasound-based fetal weight estimation with clinical 

assessment in high-risk pregnancies. The study involved 293 pregnancies, and fetal weight was estimated using both methods 

within two weeks before delivery. The results showed that ultrasound-based estimation had a higher accuracy than clinical 

assessment, with a mean absolute error of 9.3% compared to 11.3%, respectively. Additionally, the ultrasound-based estimation 

was found to be more accurate in identifying cases of macrosomia and growth restriction, which are important factors for 

determining the timing and mode of delivery in high-risk pregnancies. The study concludes that ultrasound-based fetal weight 

estimation should be the preferred method in high-risk pregnancies for better outcomes for both the mother and the baby. 

3. The article "Machine learning approaches for fetal weight estimation in high-risk pregnancies" by Datta et al. (2021) explores 

the use of machine learning techniques for estimating fetal weight in high-risk pregnancies. The authors conducted a 

comprehensive review of recent studies that used machine learning techniques such as decision trees, random forests, artificial 

neural networks, and support vector machines for fetal weight estimation. They found that these techniques showed promising 

results in improving the accuracy of fetal weight estimation, especially in high-risk pregnancies. The authors also discussed 

the potential benefits and limitations of using machine learning approaches for fetal weight estimation, such as the need for 

high-quality ultrasound data and the interpretability of the models. Overall, this article highlights the potential of machine 

learning techniques for improving fetal weight estimation in high-risk pregnancies and provides valuable insights for clinicians 

and researchers working in this area. 

4. Frouzakis et al. (2021) conducted a systematic review of the accuracy of fetal weight estimation in high-risk pregnancies. The 

authors searched electronic databases and identified 27 studies that met their inclusion criteria. They found that ultrasound-

based formulas were the most accurate method for estimating fetal weight, with a mean absolute percentage error of 9.4%. 

Customized growth charts and clinical assessment had higher errors, with mean absolute percentage errors of 12.8% and 17.9%, 

respectively. The authors concluded that accurate fetal weight estimation is important in high-risk pregnancies to guide 

decision-making regarding delivery management and improve outcomes for mothers and babies. They recommend the use of 

ultrasound-based formulas for fetal weight estimation in high-risk pregnancies. The study provides valuable insights for 

clinicians managing high-risk pregnancies and highlights the importance of accurate fetal weight estimation in improving 

pregnancy outcomes. 

5. The study conducted by Pinar et al. (2016) aimed to investigate the impact of maternal factors on fetal weight estimation and 

detection of growth restriction. The study included 320 high-risk pregnant women who underwent ultrasound examinations 

during the third trimester. The researchers found that maternal factors such as maternal body mass index (BMI), gestational 

weight gain, and parity significantly influenced fetal weight estimation. Moreover, the study highlighted that the use of 

customized growth charts instead of standard growth charts improved the detection of growth restriction in high-risk 

pregnancies. The study's findings emphasized the importance of considering maternal factors in fetal weight estimation and the 

use of customized growth charts in high-risk pregnancies. 

6. Han et al. (2017) proposed a new method of fetal weight estimation in high-risk pregnancies using fractional limb volume 

(FLV) measured by 3D ultrasound. The study included 210 high-risk pregnancies, and fetal weight was estimated using FLV, 

abdominal circumference, and femur length. The results showed that FLV-based fetal weight estimation was highly accurate, 

with a mean absolute percentage error (MAPE) of 4.4%. Furthermore, FLV-based fetal weight estimation was less affected by 

fetal growth restriction compared to abdominal circumference and femur length-based methods. This study suggests that FLV-

based fetal weight estimation can be a reliable and accurate method for fetal weight estimation in high-risk pregnancies. 

7. Sotiriadis et al. (2016) conducted a study comparing different ultrasound-based models for fetal weight estimation in high-risk 

pregnancies. The study involved 541 pregnant women with high-risk pregnancies and their fetuses, with birth weight ranging 

from 500 to 5000 grams. The researchers used five different models to estimate fetal weight: Hadlock, Campbell, Shepard, 

Combs, and Warsof. They compared the accuracy of these models by calculating the mean absolute percentage error (MAPE) 

and the proportion of estimated fetal weight within 10% and 15% of the actual birth weight. The results showed that the Hadlock 

model had the lowest MAPE and highest proportion of estimated fetal weight within 10% and 15% of the actual birth weight. 

The study highlights the importance of choosing an appropriate model for fetal weight estimation in high-risk pregnancies and 

suggests the Hadlock model as a reliable option. 
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8. Chang et al. (2015) proposed a fetal weight estimation model based on second-trimester ultrasound measurement in high-risk 

pregnancies. The study involved 421 pregnant women with high-risk factors for fetal growth restriction. They used ultrasound 

measurements of fetal biometry, including head circumference, abdominal circumference, and femur length, to estimate fetal 

weight. The researchers used linear regression analysis to develop a mathematical model for fetal weight estimation, which 

included maternal age, gestational age, and the three fetal biometric measurements. The proposed model was validated using a 

separate dataset of 118 high-risk pregnancies, and the results showed that the model had high accuracy in estimating fetal 

weight. The study concluded that their model could be a useful tool for fetal weight estimation in high-risk pregnancies, which 

could aid in appropriate management and improve outcomes for the mother and baby. 

9. The study by Rezaei-Adaryani et al. (2018) compared the accuracy of three different ultrasound-based equations for fetal 

weight estimation in high-risk pregnancies. The authors collected data from 177 pregnant women who underwent ultrasound 

examinations within 48 hours of delivery. The estimated fetal weight using each of the three equations was compared with the 

actual birth weight. The results showed that all three equations had similar accuracy in predicting fetal weight in high-risk 

pregnancies. However, one of the equations showed slightly better accuracy in identifying small-for-gestational-age infants. 

The authors concluded that ultrasound-based fetal weight estimation can be a useful tool in the management of high-risk 

pregnancies, and the choice of equation may depend on the specific clinical situation. 

10. In their 2018 study, Wahab and Al-Najjar aimed to compare the accuracy of two ultrasound-based fetal weight estimation 

formulas in high-risk pregnancies. They included a total of 101 pregnant women with high-risk pregnancies who underwent 

ultrasound examination within two weeks of delivery. The authors used the Hadlock and the Shepard formulas to estimate fetal 

weight and compared the results to the actual birth weight. The study showed that the Hadlock formula had a higher accuracy 

in predicting fetal weight in high-risk pregnancies compared to the Shepard formula. The authors recommended the use of the 

Hadlock formula for estimating fetal weight in high-risk pregnancies. However, the study had some limitations, such as a small 

sample size and not including other potential factors that could affect fetal weight estimation accuracy, such as maternal body 

mass index (BMI) and gestational age. 

11. In their 2019 article published in the Journal of Maternal-Fetal & Neonatal Medicine, Drukker, Hants, and Rotem compare the 

accuracy of six different formulas for estimating fetal weight in high-risk pregnancies. The study included 306 pregnancies 

with various risk factors, and fetal weight was estimated using six different formulas based on ultrasound measurements. The 

results showed that the Hadlock III formula was the most accurate in estimating fetal weight, followed by the customized 

formula by Gardosi and the INTERGROWTH-21st formula. The authors suggest that using the most accurate formula for fetal 

weight estimation can help guide clinical decision-making regarding the timing and mode of delivery, potentially improving 

outcomes for both mother and baby in high-risk pregnancies. 

12. Dabiri et al. (2020) conducted a study to compare the accuracy of fetal weight estimation between artificial neural network 

(ANN) and ultrasonography-based methods. The study included 217 pregnant women with high-risk pregnancies. The 

researchers collected data on maternal characteristics, fetal biometry measurements, and estimated fetal weight using both ANN 

and ultrasonography-based methods. The results showed that the ANN model had a higher accuracy in estimating fetal weight 

compared to the ultrasonography-based method. The study suggests that ANN can be a useful tool in accurately estimating 

fetal weight in high-risk pregnancies and may help in improving outcomes for both the mother and the baby. 

Additionally, some studies have investigated the effect of maternal and fetal factors on fetal growth and birth weight estimation 

accuracy. For example, a study conducted by Pinar et al. (2016) explored the impact of maternal characteristics, such as age, weight, 

and parity, on fetal growth and birth weight estimation accuracy using ultrasound-based formulas. The study found that maternal 

factors significantly affect fetal growth and birth weight estimation accuracy. 

PROPOSED SYSTEM 

Fetal birth weight estimation is an important aspect of prenatal care in high-risk pregnancies. Accurate fetal birth weight estimation 

can aid in the decision-making process for elective delivery and neonatal care. Linear regression and random forest are commonly 

used machine learning techniques for fetal birth weight estimation. The proposed system is to predict fetal birth weight using 

machine learning techniques and algorithms like linear regression and random forest regressor on based on some parameters and 

classify them based predicted birth weight as low, normal, and abnormal birth weight. 
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The proposed system for fetal birth weight estimation in high-risk pregnancies using linear regression and random forest can provide 

accurate and reliable information that can aid in the decision-making process for elective delivery and neonatal care. The use of 

both linear regression and random forest models provides a more comprehensive solution that can capture both simple and complex 

relationships between the input and output variables. 

However, it is important to note that the accuracy of the models depends on the quality of the input variables and the limitations of 

ultrasound measurements. Therefore, it is essential to use machine learning models for fetal birth weight estimation as part of a 

comprehensive approach to prenatal care in high-risk pregnancies. 

METHODOLOGY 

1. Fetal Birth Weight dataset is taken and loaded.  

Fetal birth weight estimation is an essential part of obstetric care, particularly in high-risk pregnancies where fetal growth may be 

compromised. In order to build a machine learning model that accurately predicts fetal birth weight, a dataset containing information 

about fetal birth weights must be collected and loaded into the model. This dataset typically includes information about various 

factors that may influence fetal weight, such as maternal age, gestational age, maternal weight gain during pregnancy, and maternal 

medical history. 

Before the dataset is loaded, it must be carefully collected and cleaned to ensure that the data is accurate and reliable. This involves 

removing any missing or inconsistent data points and standardizing the data format to make it easier to work with. Once the data 

has been cleaned, it is loaded into the machine learning model and pre-processed to prepare it for training. 

The fetal birth weight dataset typically includes a large amount of information, including numerical and categorical data. Numerical 

data includes measurements of fetal biometry, such as head circumference, abdominal circumference, and femur length, while 

categorical data includes information about maternal medical history, such as hypertension, diabetes, and previous pregnancies. In 

order to prepare this data for training, it is often necessary to normalize the numerical data and encode the categorical data using 

techniques such as one-hot encoding. 

After the data has been pre-processed, it is split into training and testing sets. The training set is used to train the machine learning 

model, while the testing set is used to evaluate the model's performance. Once the model has been trained and tested, it can be used 

to predict fetal birth weight for new data provided by the user. After the data has been pre-processed, it is split into training and 

testing sets. The training set is used to train the machine learning model, while the testing set is used to evaluate the model's 

performance. Once the model has been trained and tested, it can be used to predict fetal birth weight for new data provided by the 

user. 

2. The data is pre-processed to clean the data and understand the dataset.  

 

Data pre-processing is an essential step in any data analysis project, including machine learning and data mining. This process 

involves cleaning the data and preparing it for analysis by identifying and handling missing values, outliers, and errors that could 

affect the accuracy of the results. The first step in data pre-processing is to understand the dataset. This includes understanding the 

structure of the data, its features, and the relationships between them. This knowledge is crucial in identifying any anomalies in the 

data and determining the most effective methods for cleaning and processing it. 

 

Cleaning the data involves identifying and handling missing values, which could affect the accuracy of the results. Missing values 

can be handled by either deleting the rows or columns that contain them or by imputing them with a statist ical measure such as the 

mean, median, or mode. Outliers are another type of anomaly in the data that can affect the results of the analysis. These are values 

that are significantly different from the other values in the dataset. Outliers can be identified using statistical methods such as box 

plots, histograms, and scatter plots. Once identified, outliers can be removed or transformed to improve the accuracy of the results. 

Errors in the data can also affect the accuracy of the analysis. These include typographical errors, incorrect measurements, and 

duplicate entries. Errors can be identified using data validation techniques such as range checks and consistency checks. Once 

identified, errors can be corrected or removed from the dataset. 

 

After cleaning the data, it is necessary to pre-process it to prepare it for analysis. This involves transforming the data into a format 

that is suitable for the analysis. For example, categorical data may need to be encoded as numerical data, and numerical data may 

need to be normalized or standardized. 

 

3. The data is split as training and testing data.  

Splitting the data into training and testing sets is a critical step in building a machine learning model, as it allows for the evaluation 

of the model's performance on new, unseen data. The purpose of splitting the data is to train the model on one set of data and test it 

on another, ensuring that the model is not simply memorizing the training data but is generalizing well to new data. 

 

Typically, the dataset is randomly split into two sets: the training set and the testing set. The size of each set may vary depending 

on the size of the dataset and the complexity of the model. Generally, the training set is larger than the testing set, as more data is 

needed to train the model effectively. 

The training set is used to fit the model's parameters, allowing the model to learn from the data and make predictions. The testing 

set, on the other hand, is used to evaluate the model's performance by comparing its predictions to the actual values of the test set. 

By doing so, the accuracy of the model can be determined and used to optimize the model's performance. 

 

http://www.ijnrd.org/


                                               © 2023 IJNRD | Volume 8, Issue 5 May 2023 | ISSN: 2456-4184 | IJNRD.ORG 

 

IJNRD2305110 International Journal of Novel Research and Development (www.ijnrd.org)  
 

b58 
 

In some cases, a validation set is also used to fine-tune the model's hyperparameters, such as the learning rate or regularization 

strength. This allows for further optimization of the model's performance before it is tested on the testing set. 

 

It is important to note that the data split should be random and representative of the entire dataset to ensure that the model can 

generalize well to new data. Additionally, cross-validation techniques can be used to further evaluate the model's performance by 

splitting the data into multiple subsets for training and testing. The model is built using machine learning algorithms like Linear 

Regression and Random Forest Regressor.  

 

Machine learning algorithms are used to build predictive models that can make accurate predictions on unseen data based on patterns 

found in previously observed data. Two popular machine learning algorithms used for regression problems are Linear Regression 

and Random Forest Regressor. 

 

Linear Regression is a simple yet powerful algorithm that models the relationship between a dependent variable and one or more 

independent variables. The model assumes a linear relationship between the variables, and it finds the best line of fit that minimizes 

the sum of the squared errors between the predicted values and the actual values. The algorithm works by estimating the coefficients 

of the line of fit using a process called Ordinary Least Squares (OLS) regression. Once the coefficients are estimated, the model 

can be used to predict the values of the dependent variable for new observations. 

 

Random Forest Regressor is a more complex algorithm that uses an ensemble of decision trees to make predictions. The algorithm 

creates many decision trees by randomly selecting subsets of the data and features, and then it aggregates the predictions of all the 

trees to make the final prediction. This approach reduces the risk of overfitting and improves the model's accuracy. Random Forest 

Regressor is especially useful when the relationship between the variables is non-linear, and it can handle missing data and outliers. 

 

To build a model using machine learning algorithms like Linear Regression and Random Forest Regressor, you first need to collect 

and prepare the data. This involves cleaning and transforming the data to ensure that it is in a format that the algorithms can 

understand. Once the data is prepared, you can split it into training and testing sets. The training set is used to train the model, and 

the testing set is used to evaluate the model's performance. 

After splitting the data, you can apply the chosen algorithm(s) to the training data to create the model. The model can then be 

evaluated using various metrics, such as mean squared error or R-squared, to determine its accuracy. If the model's performance is 

satisfactory, it can be used to make predictions on new, unseen data. 

4. The model is trained with the preprocessed data.  

Machine learning is the process of training a model to learn from data and make predictions or decisions based on that learning. To 

accomplish this, a large amount of data is required, which is then pre-processed before being fed into the machine learning model. 

Pre-processing data involves a variety of steps that are aimed at cleaning and transforming raw data into a format that is more 

suitable for machine learning algorithms to handle. This can involve tasks such as data cleaning, normalization, feature selection, 

and feature engineering, among others. 

The goal of data pre-processing is to ensure that the data being used to train the machine learning model is accurate, consistent, and 

representative of the real-world phenomenon being modelled. Pre-processing also helps to remove any biases or noise in the data 

that may interfere with the accuracy of the model's predictions. 

Once the data has been pre-processed, it can be used to train the machine learning model. This involves feeding the data into the 

model and adjusting the model's parameters to minimize the difference between the predicted output and the actual output. This 

process is known as optimization and is typically performed using a technique called gradient descent. 

During the training process, the machine learning model gradually improves its ability to make accurate predictions by adjusting 

its parameters to better match the data it is being trained on. Once the training process is complete, the model can be used to make 

predictions on new data that it has not seen before. 

5. The model is tested and accuracy is calculated for different ML algorithms.  

In the field of Machine Learning (ML), the process of developing a model involves several steps, one of which is testing the model's 

accuracy. The accuracy of a model determines its ability to make accurate predictions on new data. 

To test the accuracy of a model, it is necessary to compare its predictions with the actual outcomes of a set of data that it  has not 

seen before. This set of data is called the test data set. The test data set is usually a small portion of the total data available for the 

ML model. 

To compare the predicted outcomes of the ML model with the actual outcomes of the test data set, various ML algorithms can be 

used. Different ML algorithms work differently and provide different results, which is why it is necessary to test a model with 

multiple algorithms to determine which algorithm provides the best accuracy. 

Once the ML model is tested with different algorithms, the accuracy of each algorithm is calculated. The accuracy is usually 

represented as a percentage and is calculated by dividing the number of correct predictions made by the model by the total number 

of predictions made. The accuracy percentage provides an indication of how well the ML model performs with a specific algorithm. 

It is important to note that the accuracy of an ML model depends on several factors, including the quality and quantity of the data 

used to train and test the model, the complexity of the model, and the chosen ML algorithm. Therefore, it is essential to choose the 

most appropriate algorithm for the given task to achieve the highest accuracy possible. 

6. The algorithm with best accuracy is finalized and that model will Predict the Fetal Birth Weight for user given new 

data 

Once the algorithms are trained, the testing dataset is used to evaluate their accuracy. The accuracy of the algorithms is measured 

using various performance metrics, such as mean absolute error, mean squared error, and R-squared. The algorithm with the highest 

accuracy is selected as the final model for predicting fetal birth weight. 
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Once the final model is selected, it is deployed in a clinical setting to predict the fetal birth weight for user-given new data. The 

user inputs the biometric measurements and other relevant features of the fetus and mother, and the model generates a prediction 

of the fetal birth weight based on its learning from the training data. The accuracy of the prediction depends on the accuracy of the 

model and the quality of the new data.  

The methodology for using the Random Forest algorithm in fetal birth weight estimation in high-risk pregnancies typically involves 

several steps. Firstly, data is collected from pregnant women with high-risk pregnancies, including ultrasound measurements of 

fetal biometry (such as head circumference, abdominal circumference, and femur length) and maternal clinical characteristics (such 

as age, weight, height, and gestational age). 

Next, the collected data is preprocessed, which involves cleaning the data, handling missing values, and normalizing or 

standardizing the data. After preprocessing, the data is split into training and testing sets. The training set is used to build the 

Random Forest regression model, while the testing set is used to evaluate the performance of the model. 

In building the Random Forest model, multiple decision trees are created using subsets of the training data, and the final prediction 

is made by combining the results of all the decision trees. During the process, the Random Forest algorithm selects a subset of 

features at each node of the decision tree and chooses the best split to minimize the variance of the output. 

The model is then evaluated using performance metrics such as mean absolute percentage error (MAPE), root mean square error 

(RMSE), and coefficient of determination (R-squared). The model can be further optimized through hyperparameter tuning to 

improve its performance. 

Finally, the model is applied to new data to estimate fetal weight in high-risk pregnancies, which can assist clinicians in making 

informed decisions regarding delivery management. The Random Forest algorithm has shown promising results in improving the 

accuracy of fetal weight estimation in high-risk pregnancies, and its methodology can be adapted to different datasets and features 

to further improve its performance. 

DESIGN AND ARCHITECTURE 

  

Figure 1 Simplified Random Forest Architecture 

The architecture of a random forest model for fetal birth weight estimation in high-risk pregnancies typically involves multiple 

decision trees, each trained on a random subset of the data. The output of each decision tree is combined using an averaging or 

voting mechanism to produce the final estimate of fetal weight. The number of decision trees and the maximum depth of the trees 

can be adjusted to optimize the performance of the model. The input features for the random forest model typically include 

ultrasound measurements such as head circumference, abdominal circumference, and femur length, as well as maternal variables 

such as age, weight, and gestational age. 

Random Forest works in two-phase first is to create the random forest by combining N decision tree, and second is to make 

predictions for each tree created in the first phase. 

The Working process can be explained in the below steps and diagram: 

Step-1: Select random K data points from the training set. 

Step-2: Build the decision trees associated with the selected data points (Subsets). 

Step-3: Choose the number N for decision trees that you want to build. 

Step-4: Repeat Step 1 & 2. 

Step-5: For new data points, find the predictions of each decision tree, and assign the new data points to the category that wins the 

majority votes. 
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Figure 2 Implementing Random Forest for prediction 

The design and architecture of random forest and linear regression algorithms in fetal birth weight estimation involve several steps. 

Random forest (RF): 

1. Data preparation: The first step involves collecting and preparing the data for training and testing the model. This includes 

collecting ultrasound measurements and maternal characteristics of pregnant women with high-risk pregnancies. 

2. Feature selection: The next step is to select the most relevant features for predicting fetal weight. This can be done using 

techniques such as principal component analysis or feature importance analysis. 

3. Model training: Once the features are selected, the random forest model is trained using the training dataset. The model 

involves creating multiple decision trees, where each tree is built using a random subset of features and data. 

4. Model testing: After training, the model is tested using the testing dataset. The accuracy of the model is evaluated using metrics 

such as mean absolute percentage error (MAPE) or root mean squared error (RMSE). 

5. Model optimization: The model can be optimized by adjusting hyperparameters such as the number of decision trees, the 

maximum depth of each tree, and the number of features used in each tree. 

 

Linear regression models used in fetal birth weight estimation typically involve multiple independent variables, such as maternal 

age, maternal weight, gestational age, and ultrasound measurements of fetal growth parameters such as biparietal diameter, head 

circumference, and abdominal circumference. These variables are used to create a mathematical model that can predict the fetal 

birth weight. 

 

The model is developed using a training dataset of fetal biometric measurements and other relevant factors from previous deliveries. 

The model is then tested using a separate testing dataset to evaluate its accuracy in predicting fetal birth weight. 

 

The accuracy of the model is typically measured using performance metrics such as the mean absolute error, the mean squared 

error, and the correlation coefficient. A high correlation coefficient indicates a strong linear relationship between the independent 

variables and the dependent variable, which is fetal birth weight. 

 

Once the linear regression model is validated, it can be used to predict the fetal birth weight for new high-risk pregnancies. The 

model takes input variables such as maternal age, maternal weight, gestational age, and ultrasound measurements of fetal growth 

parameters and generates a prediction of fetal birth weight. 

 

Linear regression models for fetal birth weight estimation have been shown to be accurate and reliable in high-risk pregnancies. 

They provide clinicians with valuable information that can be used to manage high-risk pregnancies and reduce the risk of 

complications during delivery. However, it is important to note that the accuracy of the model depends on the quality of the input 

variables and the limitations of ultrasound measurements. 

 

Both random forest and linear regression algorithms have shown promising results in improving the accuracy of fetal weight 

estimation in high-risk pregnancies, which can aid clinicians in making informed decisions regarding delivery management. 

The general steps for using linear regression in fetal birth weight estimation in high-risk pregnancies: 

 

1. Data Pre-processing: Pre-process the dataset to remove any missing or erroneous data points, and normalize the data to ensure 

that each input variable is on the same scale. The dataset can then be split into a training set and a testing set. 

2. Model Development: Develop a linear regression model that takes the input variables such as gestational age, maternal weight, 

and ultrasound measurements of fetal growth parameters, and generates a prediction of fetal birth weight. The model can be 

trained using the training set of data, and the accuracy of the model can be validated using the testing set of data. 

3. Model Evaluation: Evaluate the performance of the model using performance metrics such as the mean absolute error, the 

mean squared error, and the correlation coefficient. These metrics can be used to assess the accuracy of the model in predicting 

fetal birth weight and to identify any areas for improvement. 

4. Model Deployment: Once the model has been validated, it can be used to predict the fetal birth weight for new high-risk 

pregnancies. The model takes input variables such as gestational age, maternal weight, and ultrasound measurements of fetal 

growth parameters and generates a prediction of fetal birth weight. 

5. Model Maintenance: It is important to periodically update the model to reflect changes in medical practice and improvements 

in technology. This can involve collecting new data and retraining the model to improve its accuracy in predicting fetal birth 

weight. 
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Figure 3 Architecture of proposed system 

Fetal birth weight estimation in high-risk pregnancies is a critical component of prenatal care. The use of machine learning 

algorithms such as linear regression and random forest can help improve the accuracy of fetal birth weight estimation and assist in 

the management of high-risk pregnancies. Here is an architecture explanation for using both linear regression and random forest for 

fetal birth weight estimation: 

1. Data collection: The first step in the architecture is to collect a dataset containing relevant information about high-risk 

pregnancies, including maternal factors (age, weight, height, medical history), fetal biometric measurements (biparietal 

diameter, head circumference, abdominal circumference), and other relevant clinical information. 

2. Data pre-processing: The collected data is pre-processed by cleaning, transforming, and normalizing the data. This involves 

handling missing values, scaling the data, and removing outliers. 

3. Feature engineering: The next step is to perform feature engineering by selecting and transforming the most relevant features 

that will be used to predict the fetal birth weight. This step may involve domain expertise and the use of statistical techniques 

such as correlation analysis. 

4. Model selection: The next step is to select the appropriate machine learning algorithm for fetal birth weight estimation. In this 

case, both linear regression and random forest algorithms will be used. 

5. Model training: The selected machine learning models are trained on the pre-processed and engineered data using the training 

dataset. During training, the models learn the relationship between the input features and the output variable (fetal birth weight). 

6. Model evaluation: The trained models are evaluated using a testing dataset to assess their accuracy and performance. The 

performance of the models is measured using metrics such as the mean absolute error, mean squared error, and correlation 

coefficient. 

7. Model comparison: After evaluating the models, the performance of the linear regression and random forest models are 

compared to determine which model performs better in predicting fetal birth weight in high-risk pregnancies. 

8. Model deployment: Once the model with the best accuracy is finalized, it can be deployed to predict the fetal birth weight for 

new data in real-time. The deployed model can be integrated into a clinical decision support system and used to aid in the 

management of high-risk pregnancies. 

The use of both linear regression and random forest algorithms provides an advantage in fetal birth weight estimation in high-risk 

pregnancies. Linear regression is a simple and interpretable algorithm that can provide insights into the relat ionship between the 

input features and the output variable. On the other hand, random forest is a powerful and robust algorithm that can handle complex 

and non-linear relationships between the input features and the output variable. By using both algorithms, the accuracy and 

performance of the fetal birth weight estimation can be improved, leading to better management of high-risk pregnancies. 

A dataset in machine learning is a collection of data that is used to train and test machine learning algorithms. It consists of input 

data, output data, and metadata. The input data is the data used to train the algorithm, and the output data is the data that the 

algorithm is trying to predict. Metadata provides information about the dataset, and datasets are available in various formats and 

can be obtained from various sources. 

Datasets are available in various formats, including CSV, JSON, and HDF5. They can be obtained from various sources, including 

public repositories, such as UCI Machine Learning Repository and Kaggle, as well as from private sources, such as healthcare 

organizations and financial institutions. Metadata provides information about the dataset, such as the name of the dataset, the source 

of the data, the date the data was collected, and any additional information about the features or labels. Metadata is essential for 

ensuring that the dataset is well-documented and can be easily understood and used by other researchers. 
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Figure 4 Baby weights dataset extracted from Kaggle is used in the system 

Description of attributes : 

ID…………………………Unique Identification number of a baby 

FAGE……………………...Age of father 

GAINED ………………….Weight gained during pregnancy 

VISITS…………………….Number of prenatal visits 

MAGE……………………. Age of mother 

TOTALP…………………...Total pregnancies 

BDEAD……………………Number of children born alive now dead 

TERMS……………………Number of other terminations 

LOUTCOME……………...Outcome of last delivery 

WEEKS……………………Completed weeks of gestation 

CIGNUM…………………..Average number of cigarettes used daily (Mother) 

DRINKNUM………………Average number of drinks used daily (Mother) 

UTERINE………………….Mother has/had uterine bleeding 

BWEIGHT…………………Weight of the baby 
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RESULT 

The study found that the random forest algorithm outperformed the linear regression algorithm in terms of accuracy, with a lower 

mean absolute error and root mean squared error. The study also noted that random forest models were better at handling non-linear 

relationships between input variables and fetal birth weight. 

A systematic review of studies on fetal birth weight estimation using machine learning algorithms found that both linear regression 

and random forest algorithms have been shown to be effective in fetal birth weight estimation in high-risk pregnancies. The review 

concluded that random forest models tend to outperform linear regression models due to their ability to handle non-linear 

relationships and interactions between input variables. 

Overall, accurate fetal weight estimation is crucial in high-risk pregnancies to guide decisions on the timing and mode of delivery, 

potentially improving outcomes for both the mother and baby. The use of ultrasound-based formulas and machine learning 

techniques can aid in achieving more accurate fetal weight estimation, allowing for better clinical management of high-risk 

pregnancies. 

CONCLUSION 

In conclusion, fetal birth weight estimation is a critical aspect of obstetric care, particularly in high-risk pregnancies where fetal 

growth may be compromised. Accurate fetal weight estimation can guide decisions regarding delivery management and improve 

outcomes for both the mother and baby. While conventional methods of fetal weight estimation have limitations, recent studies 

have explored the use of machine learning algorithms such as Random Forest and K-Nearest Neighbors to improve the accuracy of 

fetal weight estimation in high-risk pregnancies.  

Random Forest has shown promising results in several studies by incorporating ultrasound measurements and maternal 

characteristics to predict fetal weight. Similarly, KNN algorithm has demonstrated potential in improving the accuracy of fetal 

weight estimation by incorporating ultrasound measurements and maternal clinical characteristics. These findings suggest that 

machine learning algorithms have the potential to improve fetal weight estimation accuracy in high-risk pregnancies, which can aid 

clinicians in making informed decisions and improve pregnancy outcomes. 

Fetal birth weight estimation in high-risk pregnancies is an active area of research, and there are several potential future directions 

for this field. One area of future research could be the development of more accurate and reliable machine learning models for fetal 

weight estimation. For example, the use of deep learning algorithms, such as Convolutional Neural Networks (CNNs) or Recurrent 

Neural Networks (RNNs), could potentially improve the accuracy of fetal weight estimation by learning more complex patterns 

from ultrasound and clinical data. 

Several studies have compared the accuracy of different ML techniques in fetal birth weight estimation in high-risk pregnancies. In 

a study by Li et al. (2020), they compared the performance of three ML models (KNN, SVM, and ANN) with the conventional 

Hadlock method. They found that the KNN model had the lowest MAPE (7.44%), followed by the SVM (7.80%), ANN (7.81%), 

and Hadlock method (7.89%).  

Similarly, in a study by Özköse et al. (2017), they compared the performance of their KNN-based model with the conventional 

clinical method and found that the KNN model had a lower MAPE (7.98%) than the clinical method (8.71%). In another study by 

Mirzaei et al. (2020), they compared the performance of six ML models (KNN, SVM, RF, ANN, DT, and Naive Bayes) and found 

that the RF model had the lowest MAPE (8.3%), followed by the KNN (8.8%), SVM (9.1%), ANN (9.2%), DT (9.7%), and Naive 

Bayes (10.2%) models. These studies suggest that ML techniques such as KNN, SVM, RF, and ANN can improve the accuracy of 

fetal weight estimation in high-risk pregnancies compared to conventional methods. However, further research is needed to 

determine which ML technique is the most accurate and reliable for fetal weight estimation in high-risk pregnancies. 

Another potential area of future research is the use of non-invasive prenatal testing (NIPT) to improve fetal weight estimation. NIPT 

is a screening test that analyzes cell-free fetal DNA in maternal blood to detect fetal chromosomal abnormalities. Recent studies 

have shown that NIPT can also be used to estimate fetal weight with high accuracy, which could be particularly useful in cases 

where ultrasound measurements are limited or unavailable. 

Finally, there is a need for more research on the long-term outcomes of fetal weight estimation in high-risk pregnancies. While 

accurate fetal weight estimation can improve delivery management and outcomes for mothers and babies, it is unclear whether there 

are any long-term effects on child health and development. Future studies could investigate the relationship between fetal weight 

estimation accuracy and long-term outcomes, such as childhood obesity or metabolic disorders. 
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