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Abstract :  The demand for fake face picture detection increases as deepfake algorithms get more potent. Despite the development 

of numerous deepfake detection techniques, it is still challenging to identify all deepfake images using a single model. We offer a 

technique for classifying various deep fake picture types using three frequently generated deep fake traces: residual noise, 

warping anomalies, and blur effects. To locate pixel-wise residual noise traces, we employed a network designed for steganalysis. 

While capturing high-level features, we also take landmarks into consideration because they are the primary parts of the face 

where unusual deformations typically arise in deep-fake photographs. Last but not least, since the effect of a deep fake is 

comparable to that of blurring, we use attributes from various picture quality evaluation tools that can recognize blurring hints. 

The results demonstrate that each detection technique is reliable, and the proposed network consistently outperforms previous 

detection networks on datasets with various deepfake types. 

 

IndexTerms - Deepfake forensics, image forensics, lingering noise, warping artifacts, and picture quality evaluation. 

 

 

I.INTRODUCTION 

      The volume and realism of digital face modifications had also traditionally been constrained by a lack of sophisticated editing 

tools, the knowledge needed, and the laborious and lengthy process involved. An early attempt in this field, for instance, was able 

to control the lip movements of a person speaking while utilizing a different audio track by linking the audio track's noises and the 

subject's facial features. However, a lot has changed swiftly with the invention of hand synthesis techniques invention of hand 

fabrication techniques, a lot has changed swiftly. A real face authentic presentation of one individual in a video or picture may 

now be altered automatically, owing to the availability of large-scale public data and (i) the accessibility of massive public data 

sets. (ii) the emergence of deep learning techniques that eliminate several manual editing phases, such as Auto-encoders (AE) and 

Generative Adversarial Networks (GAN) (GAN). Therefore, anybody may create fake images and videos thanks to open-source 

software and recently released smartphone apps such as ZAO1 and FaceApp2. About these digital face modifications, the name 

"Deepfakes" has lately taken over the social media scene and caused a great deal of public disquiet. All digital false content 

created with the use of deep learning algorithms is referred to as "deepfakes."  

 

   It all started when "deep fakes," a Reddit user, claimed in late 2017 to have constructed a machine learning system that allowed 

him to substitute renowned faces in pornographic videos. Hoaxes, false news, fake pornography, and financial fraud are some of 

the worst Deepfakes applications. The outcome is The area of research that has previously concentrated on fundamental media 

forensics is revitalizing itself and paying more attention to spotting face change in pictures and videos. Additionally, some of 

these renewed attempts in fake face identification are based on current data-driven deep learning and earlier stuff in recognizing 

biological presentation assaults. provides a fundamental overview of how faces are used in biometric systems. The growing 

number of sessions at esteemed conferences, global initiatives like Media For sponsored by the Defense Advanced Research 

Project Agency (DARPA), and competitions like the Media Forensics created by the National Institute of Standards and 

Technology are all contributing to this (NIST), Facebook's Deepfake Detection Challenge (DFDC)4 and the forthcoming Deeper-

Forensics demonstrate the rising interest in fake face detection. In response to more complicated and realistically manipulated 

data, the  and research community is putting forth tremendous effort to build new algorithms for face modification detection.  

 

Traditional false detection approaches in media forensics have traditionally been based on: I in camera, the analysis of the 

intrinsic "fingerprints" (patterns) introduced by the camera device, both hardware, and software, such as the optical lens, 

color filter array, interpolation, and compression, among others; and (ii) out-camera, the analysis of the external fingerprints 

introduced by editing software, such as copy-paste or duplicate move various image reducing parts. However, the bulk of the 

criteria considered in Traditional false detection rely substantially on the specific training context and are hence vulnerable to 

unanticipated factors This is particularly crucial in the time we live in since the majority of fake media content is posted on media 

platforms, whose algorithms automatically change the original image or video, for example, by compressing and resizing 

http://www.ijnrd.org/


                                               © 2023 IJNRD | Volume 8, Issue 5 May 2023 | ISSN: 2456-4184 | IJNRD.ORG 

IJNRD2305116 International Journal of Novel Research and Development (www.ijnrd.org)  
 

b96 
 

processes. The whole first chapter of this booklet, which is an official remake of the medical journal supplied, presents the most 

typical digital modifications, with attention on facial content due to the multiple possibly hazardous applications and the 

propagation of fake news. This would lead to deception in political elections and security issues, among other things. We 

explicitly address six types of computerized facial manipulations:(I) complete face synthesis, (II) identity swapping, (III) face 

morphing (4) Attribute manipulation, (5) Expression Switch Talking Faces, (6) Audio and Text to Video, and (7) Attribute 

Manipulation. These six basic forms of face alteration, which have drawn the greatest attention in recent years, have been 

comprehensively recognized by the scientific community. 

 
II RELATED WORKS 

      Jihyeon Kang[1] Because it is so difficult to distinguish between real and fraudulent pictures using CNN, an estimate and 

maximization approach was devised to obtain the individual fingerprint. They demonstrate the benefits of Deepfake detection 

while also being resistant to various assaults. achieving a classification accuracy of more than 98% overall. Another drawback is 

that analytical methods based on frequency domain are currently not accurate enough. Using analysis on well-known forensics 

datasets of actual photographs that do not concentrate their contents on human faces. Nawaf Waqas[2] To artificially increase the 

amount of data by producing additional data points, picture synthesis creates images that have specific required content for data 

argumentation. PGGAN's processing element experiences issues with training since there isn't enough data, so they use spectral 

normalization in the discriminator and a pixel normalization generator to stabilize training. It is compared using Enhanced GAN 

and the AM Score. The advantages are that Enhanced-GAN has higher quality pictures than PGGAN, but the drawback is that it 

performs worse on benchmark tests than PGGAN.  

 

    Relying Wang[3] The machine learning model divides the image into multiple segments and compares it with the input image 

that has the same pixel and groups it. The semantic segmentation network creates a semantic segmentation mask module as input 

and will assign labels to each pixel of the image labels like a dog, vehicle, etc., and here, the benefit is The disadvantage here is 

that most prior works used excessive amounts of redundant information to train their deep networks, which can be overcome by 

using semantic segmentation mask module. Yuki Wang[4] Despite the widespread use of face recognition in near-infrared 

settings, no publicly accessible face forgery database covers near-infrared modality by generating a large-scale dataset for face 

fraud detection in the near-infrared modality and presenting a novel fraud detection technique based on knowledge distillation 

termed cross-modality knowledge distillation. The planned datasets will be made accessible to the public to encourage further 

research on face forgery detection and NIR facial recognizers. The dataset fills a knowledge gap in the identification of near-

infrared facial defects. Moreover, there is currently no repository regarding face carbon copy that makes use of near-infrared 

technologies.  

 

   Alexander Groshev,[7] Generative High Fidelity One Shot Transfer (GHOST) algorithm, which was suggested, consists of two 

tasks: one is image to image and image to video by face mask smooth algorithm and stabilization technique, and it is physically 

more secure. It will demonstrate the overall accuracy by utilizing VGG Face datasets, and the advantage is that by using GHOST 

we can give high-fidelity data transfers. quality movies and photographs, but it also has drawbacks, such as weakening a person's 

visual identity in the case of Yuezun Li1[5] Deepfake synthesis method, which offers a superior visual quality of photos, was 

proposed. By comparing all the datasets, they discover that the Celeb DF datasets offer greater visual quality than others. The 

Celeb dataset contains several videos, and the video frames are around 13 seconds long with a standard frame rate of 30 frames 

per second. The fact that artifacts are probably the result of incorrect steps in the synthesis procedure and the lack of curation of 

the synthesized films is a drawback in this situation.   

 

   Jihyeon Kang[10] Since deep fakes have become more sophisticated in recent years, Deep fake detection methods and deep 

fake generating methods were proposed. Because three strategies are applied (facial swap, puppet-master, and attribute 

modification), the detection strategy is quite successful. The drawbacks include that image-based trails are harder to detect and 

avoid. Renying Wang[6] presented a CNN-based detector to identify face manipulation, while some approaches focus on the 

border to locate the manipulation region and some methods did not focus properly on deceptive information so that we cannot 

find the accuracy; they use semantic mask module to guide those detectors focus on faces; to overcome these downfalls, they use 

the procedure called attention-based data argumentation module to integrate many deepfake modules. Lingzhi Li1[8] proposed an 

innovative representation called face X-ray for detecting counterfeit images. It converts input boundary images into grayscale 

images, blends the two images—which are known as fake images—and trains the original images. If the original image is fake, it 

will then be visible in the boundary box. Face forgery detection is a tough challenge in real-world scenarios because we usually 

need to recognize forgeries without being aware of the tactics employed to modify the face.  

 

   Zhang Tan[9]  suggested The network consists of four transformer blocks, each of which comprises MSA, MCP, and FFM. The 

advantage of using Trans-FCA is that it enhances performance in two ways: adjusting local features for the transformers and 

hierarchically collecting characteristics from all levels. and here's the drawback They employ the highly redundant ViTbase 

concept in MCP. In-Jae Yu[8] In this research, manipulation that has been used in picture forensics is analyzed and classified. 

Although no forensic method for JPEG photographs compressed with varying quality has been presented, approaches for 

identifying various modifications done to uncompressed images have been reported thus far. Utilizing multi-domain properties of 

the spatial, frequency, and compression domains require the manipulation classification network (MCNet). Through a multi-

stream structure, MCNet learns a range of forensic characteristics for each domain and then utilizes a detailed examination of the 

fused features to differentiate between changes. In our work, we jointly take into account JPEG compression artifacts and visual 

distortions brought on by image editing 
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III PROPOSED SYSTEM 

In this study, we developed an all-encompassing detection strategy to identify three categories of deep fake techniques: face swap, 

puppet-master, and attribute modification. We took advantage of three common traces produced by the deep fake process: 

residual noise, warping abnormalities, and blur effects. In order to detect deep fakes, we applied them to the suggested network. 

The foundation network for detecting residual noise was initially used as a network built for steganalysis. Second, landmark 

patches were recovered from the semantic face region to detect warping artefacts, which are abnormal high-level characteristics. 

The statistical characteristics of the blur-like effects of a deep fake were then captured using IQM features. The findings showed 

that each detection method is successful, and the suggested network performs better than the existing ones. As a deep fake video 

inherits residual features from picture operations, our method may be directly incorporated into deep fake video detection 

workflows that use frame-by-frame detection. We intend to extend this study to incorporate a deep false video detection technique 

based on the suggested method. We anticipate that this approach will be resistant to signal- and time-based attacks. We provide a 

broad detection approach based on traces to identify the three forms of deep fakes-face swap, puppet master, and attribute 

alteration. Based on  image quality measurement(IQM) characteristics and wraping artifatcs collected from facial landmarks, we 

created a networks. We suggest utilizing a network developed for steganalysis to detect evidence of residual noise in deep fake 

pictures brings down the price of video campaigns. Better omnichannel campaigns can be created with deep fake technology. 

Customers may receive highly personalized service from it. 

 

 

 
 

figure(i) System Architecture 

 

 
IV METHODOLOGY 

LSTM networks are an extension of recurrent neural networks (RNNs) that are primarily intended to deal with instances when 

RNNs fail. When we discuss RNN, we mean an algorithm that processes the current input while taking into account the results of 

prior occurrences (feedback), and then temporarily stores that processed information in the users' memories (short-term memory). 

Its non-Markovian speech control and music composition applications are among its many popular uses. RNNs do have 

significant shortcomings, though. It is the first to mishandle long-term information storage. Sometimes an ancestor of data stored 

a long time ago is required to decide the output of the present. RNNs, however, are incapable of taking care of these "long-term 

addictions." The second difficulty is that there is no better way to manage which aspects of the context must be preserved and 

which must be forgotten. The exploding or disappearing slopes that take place when backtracking is used to train an RNN are 

another problem with RNNs. The Long-Short-Term Memory (LSTM) was consequently added to the mix. Because the training 

model is unaffected, the problem of the gradient fading is virtually eliminated. Long-time lags within specific problems are 

treated by LSTMs, which also deal with noise, dispersed representations, and infinite numbers. They don't adhere to the criteria to 

retain the same number of states with LSTMs. They cannot retain the same amount of states before the time required by the 

hideaway Markov model using LSTMs (HMM). LSTMs provide us with a wide range of parameters like as learning rates and 

output and input biases. Minor changes are therefore not required. The effort required to update each weight is reduced to O(1) by 

utilising LSTMs similar to those used in Back Propagation Through Time (BPTT), which is a substantial advantage. The main 

difference between the structures that comprise RNNs as well as LSTMs can be seen in the fact that the hidden layer of LSTM is 

the gated unit or cell. It has four layers that work with each other to create the output of the cell, as well as the cell's state. Both of 

these are transferred to the next layer. Contrary to RNNs, which comprise the sole neural net layer made up of Tanh, LSTMs are 

comprised of three logistic sigmoid gates and a Tanh layer. Gates were added to restrict the information that goes through cells. 

They decide which portion of the data is required in the next cell and which parts must be eliminated. The output will typically 

fall in the range of 0-1, where "0" is a reference to "reject all' while "1" means "include all." 
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figure(ii) LSTM architecture 

There are three inputs and two outputs, ht and Ct, in each LSTM cell. The hidden state is at time t, while the cell state or memory 

is at time Ct. It xt is the input or current information point. The first sigmoid layer has two inputs: ht-1 and xt, where ht-1 is the 

state hidden in the cell before it. Since its output is a selection of the quantity of data from the last cell that should be included, it 

is also known by its name and the forget gate. It will produce a number [0, 1] multiplied (pointwise) by the state of the cell before 

it.The ResNeXt architecture is a deep residual network extension that substitutes the typical residual block with one that uses the 

Inception models' "split-transform-merge" technique (i.e. branched routes within a cell). Simply put, the input to the block is 

projected into a number of smaller (channel) dimensional representations, to which we separately apply a few convolutional 

filters before combining the results. This avoids executing convolutions over the whole input feature map. 

 

 

 

Figure(iii)ResNext  

 

V CONCLUSION 

virtually anybody can edit films, music, and photos to make them appear as something else. A deepfake may be made without 

knowing how to program. You can make it for free in less than 30 seconds by utilizing sites like my Heritage, died, or any of the 

several free deepfake applications. Even if we use a different method to get the deepfake pictures we cannot locate the stable one 

The paper introduces a wide variety of algorithms, and because they all have varying degrees of accuracy, we must choose those 

that will deliver accuracy that is higher than that of this article. 
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