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Abstract:  

Over the past two years, taking short notes from lectures has proven to be an important tool for writing down key 
words and phrases that best represent context. However, many methods now use legacy methods, produce output 

or require hours of manual editing to produce good results. Recently, new machine learning architectures provide 

inferential summarization mechanisms by clustering the output embeddings of deep learning models. 

In this project, we will use many to many sequence models using the abstractive text summarization techniques 

to predict content analysis. We have implemented frequency based and position based summary in which few test 

cases to examine it, later on we have implemented using the you-tube video transcript summarization and Hindi 

text- summarization techniques. Using the tracking system, we will focus on the specific content while checking 

the content of the article. 

We've used two classes of Attention Mechanisms: 

Global Attention: In Global attention, all the hidden states of every time step from the encoder model are used to 
generate the context vector. Local Attention: Here few of the hidden states which are there from the encoder 

model generates the context vector.  

Index terms—Text Summarization, NLP, Machine Learning, NLTK, Stopwords, Attention Mechanism 

 

1.INTRODUCTION 

 

When it comes to automated text writing, there are two different types: abstraction and extractive Abstract text 

summarization, it better imitates human summarization because it uses words instead of text, summarizes 

important points, and is usually small (Genest &amp; Lapalme, 2011). Although this method is desirable and has 

gone through many research papers, since it simulates how humans collect data, it is difficult to automate, 

requiring large numbers of GPUs for days of deep learning, or complex algorithms and rules with limited 

generalizability. traditional NLP methods. With this challenge in mind, the tutorial introduces the content using 

written content. 

In general, remove short written text using the original format of the text, sentence, or paragraph, and leave content 

using only elements from the material. To start using the service, simply use the phrase to explain. Transcripts of 

video lectures are available in many MOOC contexts, but finding the most important information in each lecture 

can be difficult .Currently, many attempts have been made to solve this problem, but almost all solutions use the 

normal process of handling messages, which should be monitored regularly due to  the possibility of being 

beautiful. Because the most important tools in  the course content are needed, the course content provides a 

RESTful API and a command line  (CLI) tool that can provide summary for each map to demonstrate that the 

application can be extended.  

The following sections examine the background and related work of the lecture summaries, the methods used in 

the design of the service, the results and evaluation of the model, and an abstract example showing how these 

compare to the most used.  

Natural language processing is an integral area of computer science in which machine learning and computational 

linguistics are broadly used. The area of NLP involves making computer systems to perform meaningful tasks 
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with the natural and human understandable language. 

Thus the input can be speech, text or image where output of an NLP system can be processed Speech as well as 

Written Text. 

 

2. RELATED WORK: 

   2.1 Summarization Improvements 

  Since deep learning algorithms were not widely used in 2007, experimenters try to incorporate rhetorical 

information into their lessons to help develop their problem-solving skills (Zhang, Chan, &amp; Fung, 2007).This 

leads to  normal performance while creating a product, concluding that the process is implicit but must be learned 

(Zhang, Chan, &amp; Fung, 2007). Six years later, an engineer/planner created a commercial product called 

"OpenEssayist" that displays content and highlights from student essays to help students complete tasks (Van 

Labeke, Whitelock, Field, Pulman, &amp; Richardson, 2013).  

This product includes various content selection algorithms such as TextRank for keywords and content extraction 

(Van Labeke, Whitelock, Field, Pulman, &amp; Richardson, 2013). This is not as in previous studies, but to help 

students learn important topics, sentences, etc. from an article.  

It will demonstrate the educational value of automated content aggregation that provides With a good start, the 

algorithm called TextRank uses the suggestion of the conversation's content. 

Researchers Balasubramanian, Doraisamy, and Kanakarajan used this to create a similar application that uses the 

Naive Bayes algorithm to determine which sentences and content of a lecture or slide are the most descriptive  

(Balasubramanian, Doraisamy, &amp; Kanakarajan, 2016).  
 In  recent documentation there have been several attempts to make class content without class labels. Two popular 

ideas are to extract text from whiteboards or slides and then use that information to create content. In a  research 

project, the authors developed a tool that uses deep learning to extract written content from plain text and convert 

it to  text  for additional content (Kota, Davila, Stone, Setlur, &amp; Govindaraju, 2018).  

 

  2.2 Moving towards deep learning 

 

While no deep learning has been done on the doctrines themselves, this is one of the first studies to use some 

form of deep learning  to extract data for sermons. 

In a project focused on extracting information from slides, the authors used video and audio  tools to extract 

content, then used TF-IDF to Extract content and terms for  final summary (Shimada, Okubo, Yin, &amp; Ogata, 

2018). 

In Kota et al, the authors used several methods in the case for initial extraction, but finally chose the NLP 

technique for the final content. 

 

3. OBJECTIVE: 

The main objective of this project is to automatically generate a shorter, condensed version of a longer piece of 

text while retaining its most important information. The goal is to provide the reader with a quick and 

comprehensive overview of the original text without having to read the entire document. 

Text summarization can be applied to a wide range of applications, such as news articles, research papers, legal 

documents, and social media posts. Summarization can be performed either extractively or abstractively. 

Extractive summarization helps in identifying the most important sentences or phrases from the original text 

andform a summary. It relies on most statistical techniques which helps in identifying. 

Abstractive summarization, on the other hand, involves generating a summary by paraphrasing and synthesizing 

the most iportant information from the original text. This approach is more challenging as it requires a deep 

understanding of the content and context of the text, and often involves using advanced NLP techniques such as 

natural language generation. 

The objective of text summarization using NLP is to save time and effort for readers by providing a condensed 

version of the text while preserving its most important information. It can also help in information retrieval and 

knowledge management, by enabling users to quickly identify relevant information from a large corpus of 

documents. 

 

 

4. Methodology: 

4.1. Data Collection: We have collected data from various sites where we have implemented frequency based and 
position based summary in which few test cases to examine it, later on we have implemented using the you-tube 
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video transcript summarization and Hindi text- summarization techniques. Using the tracking system, we will 

focus on the specific content while checking the content of the article. 

 

4.1 Data Pre Processing:  

Once the data was collected, We cleaned and pre-processed it to remove noise and irrelevant information 
Following steps were performed: 

1.Text cleaning: This involves removing noise from the raw text data, such as punctuation marks, special 

characters, and stop words. 

2.Tokenization: This involves splitting the text data into individual words or phrases, known as tokens. This step 
makes it easier to analyze the text data. 

3.Stop words removal: This involves removing common words such as "and," "the," "a," etc., which do not add 
any significant meaning to the text data. 

4.Stemming/Lemmatization: This involves reducing words to their root forms, known as stems or lemmas. This 
step helps to reduce the number of words that need to be processed and improves the accuracy of the text 

summarization. 

5.Part of Speech (POS) tagging: This involves identifying the part of speech for each word in the text data. This 

step helps to identify important keywords and phrases that should be included in the summary. 

6.Named Entity Recognition (NER): This involves identifying and categorizing named entities such as people, 
places, organizations, etc., in the text data. This step helps to identify important information that should be 

included in the summary. 

 

4.2 Sentence Selection: 

 In extractive summarization, the next step is to identify the most important sentences from the original text. 
Various techniques are applied such as:  

1. Frequency analysis: This involves selecting sentences that contain the most frequently occurring keywords or 

phrases. 

2.Clustering: This involves grouping sentences based on their similarity and selecting representative sentences 
from each cluster. 

3.Graph-based algorithms: This involves representing the sentences as nodes in a graph and selecting the most 
important sentences based on their centrality in the graph. 

                    The selected sentences are then combined to create the summary. 

 

4.3 Sentence Compression:  

In some cases, the selected sentences may be too long for a summary. In such cases, sentence compression 
techniques can be used to shorten the sentences while preserving their meaning. Some popular sentence 

compression techniques include: 

1. Deleting non-essential words: This involves removing words that do not contribute to the meaning of the 
sentence. 

2. Merging similar sentences: This involves combining two or more sentences that convey similar information. 

3. Splitting long sentences: This involves breaking down long sentences into shorter ones while preserving their 
meaning. 

 

4.4 Sentence Synthesis:  

In abstractive summarization, the next step is to synthesize new sentences that capture the essence of the original 

text. Techniques: 

1. Deep learning-based models: These models use neural networks to generate new sentences based on the content 
of the original text. 

2. Rule-based methods: These methods use a set of predefined rules to generate new sentences based on the content 
of the original text. 

3. Natural language generation (NLG) techniques: These techniques use a combination of deep learning-based 
models and rule-based methods to generate new sentences. 

 

 4.5 Evaluation:  

The final step in text summarization using NLP is to evaluate the quality of the generated summary. Evaluation 
metrics such as ROUGE (Recall-Oriented Understudy for Gisting Evaluation) and BLEU (Bilingual Evaluation 

Understudy) are commonly used to measure the similarity between the generated summary and the original text. 

The higher the ROUGE or BLEU score, the better the quality of the generated summary. 
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The methodology of text summarization using NLP involves preprocessing the text data, selecting or synthesizing 

important sentences, compressing or synthesizing sentences as needed, and evaluating the quality of the generated 

summary. The choice of approach (extractive or abstractive) depends on the specific requirements. 

 

 

5. WORK FLOW: 

   

 

 

6. OBSERVATION: 

6.1 Frequency and Position Based Summary:  
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6.2 Hindi Text Summarization: 
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 6.3 You-Tube Video Summarization: 
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7. Experiments and Results: 

  7.1 Frequency and Position Based Summary:  

 

 

 

 

 

  7.2 Hindi Text Summarization: 

 

7.3 You-Tube Video Summarization: 

 

 

 

 

http://www.ijnrd.org/


    © 2023 IJNRD | Volume 8, Issue 5 May 2023 | ISSN: 2456-4184 | IJNRD.ORG 

IJNRD2305249 International Journal of Novel Research and Development (www.ijnrd.org)  
 

c367 
 

8. CONCLUSION: 

 

Text summarization using NLP is a powerful tool that can help save time and effort for readers by providing a 

condensed version of a longer text while retaining its most important information. It can be applied to a wide 

range of applications, from news articles to research papers to legal documents, and can be performed using either 

extractive or abstractive techniques. 

While extractive summarization is relatively straightforward and relies on statistical and linguistic techniques to 

identify the most important sentences or phrases from the original text, abstractive summarization is more 

challenging and requires a deep understanding of the content and context of the text. However, abstractive 

summarization can provide more concise and human-like summaries by synthesizing and paraphrasing the most 

important information from the original text. 

Overall, text summarization using NLP has a wide range of applications and can help improve efficiency in 

various industries and domains. As NLP technology continues to advance, we can expect text summarization to 

become more accurate and effective, leading to further improvements in information retrieval and knowledge 

management. 
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