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Abstract: Video Surveillance plays a pivotal role in today's world. The technologies have been advanced too much when artificial 

intelligence, machine learning and deep learning pitched into the system. Using above combinations, different systems are in place 

which helps to differentiate various suspicious behaviours from the live tracking of footages. The most unpredictable one is human 

behaviour and it is very difficult to find whether it is suspicious or normal. Deep learning approach is used to detect suspicious or 

normal activity in an academic environment, and which sends an alert message to the corresponding authority, in case of predicting 

a suspicious activity. Monitoring is often performed through consecutive frames which are extracted from the video. The entire 

framework is divided into two parts. In the first part, the features are computed from video frames and in second part, based on the 

obtained features classifier predict the class as suspicious or normal. 

 

IndexTerms - Activity detection, Segmentation, Alert system. 

I. INTRODUCTION 

In recent years, ever-increasing technological advances have made automated human activity recognition a common research 

subject. Video surveillance has a wide range of applications. These applications include normal and suspicious activities such as 

gaming, human-computer interaction, exam invigilation, detecting chaos, analysing sports, predicting crowd behaviour, etc. It is an 

important safety aspect for indoor and outdoor environments. 

Innovations are occurring rapidly, and since there is a large amount of video data to process, manual intervention is not feasible and 

is error-prone. Additionally, it is exceedingly challenging to monitor public spaces constantly. Hence, it is necessary to install 

intelligent video surveillance that can track people’s movements in real time, classify them as routine or exceptional, and provide 

alerts. 

Human activity detection relies on sensors like radar, cameras, and cell phones to identify abnormalities in human behaviour. They 

are being used for human-computer interaction, surveillance, monitoring suspicious activities, and other security purposes. The 

majority of today’s systems rely on video gathered from CCTV cameras. If a crime or act of violence occurs, this footage will be 

utilized in the investigation. It would be preferable, however, to build a system that might identify an anomalous or unexpected 

circumstance beforehand and notify the authorities. 

II. EXISTING SYSTEM 

Object Detection is the process of finding and recognizing real-world object instances such as car, bike, TV, flowers, and humans 

out of an images or videos. An object detection technique lets you understand the details of an image or a video as it allows for the 

recognition, localization, and detection of multiple objects within an image. 

It is usually utilized in applications like image retrieval, security, surveillance, and advanced driver assistance systems (ADAS). 

Object Detection is done through many ways 

III. PROPOSED SYSTEM 

Activity Recognition is divided into two categories: sensor-based activity recognition and vision-based activity recognition, 

depending on the system's components. 

Using a camera-based system, vision-based activity recognition may identify the activities present in an environment by processing 

and analyzing video. These systems often employ digital image processing to draw out relevant data from video, which is regarded 

as a series of images. In this project, we used a vision-based system. 
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Figure :1 Block diagram 

A. Input Camera 

A camera is an optical instrument that captures images. Most cameras can capture 2D images, while some more advanced models 

can capture 3D images. At a basic level, most cameras consist of a sealed box (the camera body), with a small hole (the aperture) 

that allows light to pass through and capture an image on a light-sensitive surface (usually a digital sensor or photographic film). 

Cameras have various mechanisms to control how light falls onto the light-sensitive surface, including lenses that focus the light 

and a shutter that determines the amount of time the photosensitive surface is exposed to the light. 

 

B. Video to Frame Convert 

The concept of converting a video into frames involves extracting individual frames from the video file and saving them as image 

files. Here's an overview of the steps involved in a video to frame conversion process: 

 Open the video file:  

You need to open the video file using a video capturing library, such as OpenCV in Python. This allows you to read 

the frames from the video. 

 Read frames from the video:  

Use the video capturing library to read frames from the video file one by one. Each frame is a single image that 

represents a snapshot of the video at a particular time. 

 

C. Frame Comparison 

Capturing a video on camera then it was converting to frames involves extracting individual frames from the video file and saving 

them as image files. Then it was comparing an image files with reference image.  

 

D. Detection of weapon using yolo 

YOLOv5 is a state-of-the-art real-time object detection system, developed by Ultralytics LLC. It is the latest version of the YOLO 

(You Only Look Once) series, which uses a single neural network to detect and classify objects in an image. Compared to previous 

versions of YOLO, YOLOv5 has several improvements such as a smaller model size, faster inference time, and higher accuracy. It 

is based on a "Scaled-YOLOv4" architecture, which uses a combination of CSP (cross-stage partial) and PAN (path aggregation 

network) modules to improve the accuracy of object detection. YOLOv5 has been trained on several large-scale datasets such as 

COCO, VOC, and Open Images, and it can detect more than 80 different object categories. It has become increasingly popular in 

the computer vision community due to its excellent performance on both desktop and mobile platforms. 

 

E. Data Annotation model 

Data annotation is the categorization and labelling of data for AI applications. Training data must be properly categorized and 

annotated for a specific use case. With high-quality, human-powered data annotation, companies can build and improve AI 

implementations. 

Image Annotation 

Image annotation is vital for a wide range of applications, including computer vision, robotic vision, facial recognition, 

and solutions that rely on machine learning to interpret images. To train these solutions, metadata must be assigned to the images 

in the form of identifiers, captions, or keywords. 

From computer vision systems used by self-driving vehicles and machines that pick and sort produce, to healthcare 

applications that auto-identify medical conditions, there are many use cases that require high volumes of annotated images. Image 

annotation increases precision and accuracy by effectively training these systems. 

 

 

 

IV. RESULTS AND DISCUSSION 

The outcomes of this model, if motion is detected on the camera, a green frame covering the detected motion is created, 

as shown in the figure below. making it easy for the user to identify suspicious activity. 
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Figure 2. Software Running on Specific place 

 

 

Figure 3. Weapon Detection 
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Figure 4. Detected Message to send Mail  

 

 

 
Figure 5. Alert Message Send To Mail  
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Figure 6. Received Suspicious activity in mail 

 

In Shown figure 2, Detecting a specific place where we need to found a suspicious activity on camera. In Shown figure 3, 

Detecting a suspicious things like guns, knife, etc. then captured by camera. In Shown figure 4 and 5, Then captured image send to 

the mail and received on the alert message to mail In Shown figure 6, Then found a suspicious activity via mail to the owner. 

 

V. FUTURE SCOPE 

A major challenge for automatic image analysis is that the sheer complexity of the visual task which has been mostly ignored by 

the current approaches. New technological breakthrough in the areas of digital computation and telecommunication has relevance 

for future applications of image processing1. The satellite imaging and remote sensing applications programs of the future will 

feature a variety of sensors orbiting the earth. This technology is required for military and other types of surveillance, statistical 

data collection in the fields of forestry, agriculture, disaster prediction, weather prediction. In order to extract scientifically useful 

information, it will be necessary to develop techniques to register real-time data recorded by a variety of sensors for various 

applications. 

 

VI. CONCLUSION 

The concept of Suspicious Activity Detection and Alert involves leveraging computer vision algorithms to analyze video feeds 

from surveillance cameras in real-time. YOLO, as a popular object detection algorithm, can accurately detect objects of interest, 

including people and other potential threats, in video frames with high speed and accuracy. By training YOLO on labeled video 

frames, the system can learn to recognize various types of suspicious activities, enabling it to detect potential security threats, 

unauthorized access, or abnormal movements. 
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