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 I. Abstract—Employee attrition is the term used to 

describe the organic decline in the number of employees in a 

company as a result of several unavoidable circumstances. 

Employee churn causes a significant loss or an organization, a 

loss. According to the Society for Human Resource 

Management (SHRM), that is the typical cost per hire for a 

new hire. Recent statistics indicate that the attrition rate in 

2021 will be 57.3%. The accuracy scores obtained using the 

deployed machine learning approaches were 87% by SVM 

methodology, and 93% overall. This project is focused on 

gathering information on employees, creating a decision tree 

using historical data, testing the decision tree using an 

employee's traits, and determining whether to provide a 

promotion or not. The trained dataset kept in the decision tree 

is compared to this data. Identifying is the ultimate objective 

node. The suggested improved Decision Trees Classifier 

(DTC) predicts whether the employee will receive a yearly 

raise or promotion or not. the technique produced predictions 

of staff attrition that were up to 96% accurate. 
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Introduction -Employee attrition is defined as the typical 

process by which workers depart an organization for various 

reasons, such as resignation. Employee attrition can be 
caused by a variety of circumstances [1]. Employee turnover 

is greater than the rate of hiring. When an employee leaves 
the company, the positions go empty, which costs the 

company money. Understanding an organization's success 
level is made easier by looking at its personnel attrition rate. 

The high attrition rate demonstrates how frequently staff quit. 
The loss of organizational benefits is a consequence of the 

high attrition rate [2]. The attrition rate needs to be under 
control if the organization is to continue progressing. 

Whether an employee leaves the organization freely 

determines the type of attrition. When an organization 
terminates the hiring process, it is considered involuntary 

attrition. When a worker quits one company to work for 
another, this is referred to as external attrition. When a worker 

receives a promotion and is offered a new role inside the same 
company, internal attrition happens. The percentage of 

workers leaving an organization is known as the employee 
attrition rate. We can determine the causes and contributing 

variables that need to be addressed to stop staff attrition by 

monitoring the attrition rate. The number of departing 
employees is divided by the average number of employees 

during a period to determine the attrition rate. We can track 
the company's development over time using the attrition rate. 

According to employee attrition statistics [1], one-third of 
new hires depart the company after six months on the job. 

According to the Job Openings and Labor Turnover Study 

http://www.ijnrd.org/


© 2023 IJNRD | Volume 8, Issue 5 May 2023 | ISSN: 2456-4184 | IJNRD.ORG 

  

IJNRD2305476 International Journal of Novel Research and Development (www.ijnrd.org)  
 

e603 
 

(JOLTS) [2], 3 to 4.5 million workers in the United States 

quit their jobs each month. The Bureau of Labour Statistics 
reported that the employee attrition rate was 57.3% in 2021 

[3]. The survey also claims that the staff attrition rate is close 
to 19% in certain industries [2]. According to SHRM [4], the 

cost per hire for new hires is USD 4129. A corporation is 
deemed to have a 90 percent staff retention rate when attrition 

is less than 10 percent. 

Machine learning [5] is a branch of Artificial Intelligence 
(AI) that enables computers to learn from past data and 

predict the future. The subject of data science today depends 
heavily on machine learning. Machine learning approaches 

aim to produce findings with more accuracy than human 
beings. The models of machine learning are used to make 

decisions. Machines have automated learning processes. 
Machines are trained with refined data to make decisions 

using new data. Machine learning models' main goal is to 
identify patterns in data so that they can draw lessons from it. 

The Three advanced machine learning-based techniques Extra 

Trees Classifier (ETC), Support vector machine (SVM), and 

Decision Tree Classifier (DTC) were applied for predicting 

employee attrition; 

III. Related work – 

 Employee promotion analysis using machine learning is a 

rapidly growing field that involves the use of statistical 
models and algorithms to predict the likelihood of an 

employee getting promoted. The following is a brief 
overview of some of the related work in this field over the 

past few years: - "Predicting Employee Promotion in 

Performance-based Employment Systems using Machine 
Learning" by Yang and Han. This study used a Random 

Forest model to predict employee promotion in a 
performance-based employment system. The results showed 

that the model was able to accurately predict promotion 
outcomes, demonstrating the potential of machine learning 

for HR applications. 

The use of machine learning for employee promotion analysis 
was first introduced in a research paper titled "Predicting 

Employee Promotion in Performance-based Employment 
Systems using Machine Learning" by Yang and Han in 2017. 

In this paper, the authors proposed a machine learning 
approach to predict employee promotion in a performance-

based employment system using a Random Forest model. The 
study demonstrated the potential of machine learning in HR 

applications and highlighted the importance of utilizing data-
driven approaches for employee promotion decisions. Since 

then, numerous studies have been conducted on the use of 
machine learning in employee promotion analysis, further 

advancing the field and improving the accuracy of prediction 

models[1]. 2018 - "Employee Promotion Prediction using 
Random Forest Algorithm and Decision Tree Classifier" by 

Sharma and Bhaskar. This research utilized the Random 
Forest algorithm and Decision Tree Classifier to predict 

employee promotion in an organization. The study found that 
both models were effective in predicting promotions with 

high accuracy[2]. 2019 - "Predicting Employee Promotions 
using Gradient Boosting and Neural Networks" by Cho et al. 

This study used Gradient Boosting and Neural Networks to 
predict employee promotions. The results showed that the 

models were effective in predicting promotions, with the 
Neural Network model achieving the highest accuracy [3]. 

2020 - "Machine Learning Approaches to Employee 

Promotion Prediction" by Kim and Kim. This research 
compared the performance of various machine learning 

models, including Random Forest, Logistic Regression, and 
Neural Networks, in predicting employee promotions. The 

study found that Neural Networks outperformed the other 
models in terms of accuracy[4].2021 - "Predicting Employee 

Promotion using Ensemble Machine Learning Techniques" 

by Chen and Li. This study utilized Ensemble Machine 
Learning techniques, including Bagging and Boosting, to 

predict employee promotion. The results showed that the 
models were effective in predicting promotions, with 

Bagging achieving the highest accuracy[5].  

 

Overall, the research in employee promotion analysis using 

machine learning has shown promising results, with various 
models demonstrating high accuracy in predicting promotion 

outcomes. These studies highlight the potential of machine 

learning in HR applications and the importance of utilizing 
data-driven approaches to inform HR decisions. 

IV. Methodology- 

employee promotion analysis using machine learning 
typically involves several steps. These steps may vary 

depending on the specific study but generally include data 

collection, data pre-processing, feature selection, model 
training, and evaluation. Below is a brief overview of each 

step: 

Data Collection: The first step in employee promotion 

analysis using machine learning is to collect relevant data. 
This may include data on employee demographics, job 

performance metrics, job history, and other relevant factors 

that may influence promotion decisions. 

Data Pre-processing: Once the data is collected, it needs to be 

cleaned and pre-processed to remove any missing values or 
outliers that may negatively impact the accuracy of the 

model. This step may also involve data normalization or 
scaling to ensure that all features are on a similar scale. 

Feature Selection: After the data is pre-processed, the next 

step is to select the most important features that are likely to 
impact promotion decisions. This step may involve statistical 

analysis or feature ranking techniques to identify the most 
relevant features. 

Model Training: With the selected features, the next step is to 

train a machine learning model using a variety of algorithms 
such as Random Forest, Gradient Boosting, or Neural 

Networks. This involves dividing the data into training and 
testing sets and using the training set to train the model. 

Model Evaluation: Finally, the model's performance is 

evaluated using the testing set, and various performance 
metrics such as accuracy, precision, and recall are calculated. 

The model may be fine-tuned to improve its accuracy, and the 
results may be compared with other models or traditional 

promotion decision-making methods. 

 Dataset - 

In this study, a data set of Kaggle's publicly accessible 

employee values was used [17]. In Table 1, attributes in the 

analysis are indicated.  

 TABLE I.   ATTRIBUTES USED IN THE ANALYSIS  

Attributes  Explanation  

Employee id  The employee ID   

department  Employee’s department  

region  Employment region  

education  Education Level  

gender  Employee Gender    

recruitment channel  Channel of recruitment for employee  
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no pieces of 

training  

no other training was completed in the 

previous year on soft skills, technical skills, 

etc.  

age  Age of Employee  

previous year 

rating  
Employee Rating for the previous year  

length of service  Length of service in years  

awards_ won  
if awards were won during the previous 

year then 1 else 0  

avg training score  
The average score in current training 

evaluations  

is_promoted: 

(Target)  
Recommended for promotion  

       V.Decision Tree Classification- 

A Decision Tree is a supervised learning 

technique that can be used for both classification and 

Regression problems, but mostly it is preferred for 

solving Classification problems. It is a tree-structured 

classifier, where internal nodes represent the features of 

a dataset, branches represent the decision rules and each 

leaf node represents the outcome. In a Decision tree, 

there are two nodes, which are the Decision 

Node and Leaf Node. Decision nodes are used to make 

any decision and have multiple branches, whereas Leaf 

nodes are the output of those decisions and do not contain 

any further branches. The decisions or the test are 

performed on the basis of features of the given dataset.  

It is a graphical representation for getting all the possible 

solutions to a problem/decision based on given 

conditions. It is called a decision tree because, similar to 

a tree, it starts with the root node, which expands on 

further branches and constructs a tree-like structure. To 

build a tree, we use the CART algorithm, which stands 

for Classification and Regression Tree algorithm.  

A decision tree is a formalism for expressing such 

mappings. A tree is either a leaf node labeled with a class 

or a structure consisting of a test node linked to two or 

more subtrees. A test node computes some outcome 

based on the attribute values of an instance, where each 

possible outcome is associated with one of the subtrees. 

An instance is classified by starting at the root node of 

the tree. If this node is a test, the outcome for the instance 

is determined and the process continues using the 

appropriate subtree. When a leaf is eventually 

encountered, its label gives the predicted class of the 

instance. A decision tree can be constructed from a set of 

instances by a divide-and-conquer strategy. If all the 

instances belong to the same class, the tree is a leaf with 

that class as a label. Otherwise, a test is chosen that has 

different outcomes for at least two of the instances, which 

are partitioned according to this outcome. The tree has as 

its root a node specifying the test and, for each outcome 

in turn, the corresponding subtree is obtained by applying 

the same procedure to the subset of instances with that 

outcome. In tasks with more than two classes, an 

alternative to growing a single tree is to construct a tree 

for each class that distinguishes it from all others. The 

idea can be taken further, encoding classes as bit strings 

with error correction and producing a separate tree for 

each bit. Higher predictive accuracy can usually be 

obtained by generating multiple trees from the data, all 

of which are used in classifying a new instance. More 

than one test can be used to partition the instances at each 

stage, giving families of superimposed trees, or multiple 

training sets can be samples from the data. The 

predictions from several trees can be combined by simple 

voting or by more sophisticated techniques such as 

stacking. Even though the divide-and-conquer algorithm 

is fast, efficiency can become important in tasks with 

hundreds of thousands of instances or where many trees 

are to be produced. The most time-consuming facet is 

sorting the instances on a numeric attribute to find the 

best threshold  

 

 

VI. Support Vector Machine 

A support Vector Machine SVM is a linear classifier. We 

can consider SVM for linearly separable binary sets. The goal 

is to design a hyperplane (a subspace whose dimension is one 

less than that of its ambient space. If a space is 3-dimensional 

then its hyperplanes are the 2-dimensional planes). 

The hyperplane classifies all the training vectors into two 

classes. We can have many possible hyperplanes that can 

classify correctly all the elements in the feature set, but the 

best choice will be the hyperplane that leaves the Maximum 

Margin from both classes. With Margins we mean the 

distance between the hyperplane and the closest elements 

from the hyperplane.  

 

VII. Performance evaluation- 

After training data with methods, some metrics 

concerning the evaluation, success, and power of the models 

are acquired. The metrics are acquired by using a confusion 

matrix table. The confusion matrix is the summary evaluation 

table created for each model obtained with the methods in the 

classification analysis. [1]. Evaluation metrics and results 

which represent the power and success of the models are 

accuracies, precision, recall, and specificity [2].  

Accuracy is the ratio of the number of all correct 

classifications to the number of all classifications. In the other 

words, it is the result of how many of the data are correctly 

classified. The equation is given as follows:  

  

http://www.ijnrd.org/


© 2023 IJNRD | Volume 8, Issue 5 May 2023 | ISSN: 2456-4184 | IJNRD.ORG 

  

IJNRD2305476 International Journal of Novel Research and Development (www.ijnrd.org)  
 

e605 
 

   (1)  

  

Precision is the ratio of how many of the data classified as 

positive are positive. With the following equation:  

  

   (2)  

    

The recall is the ratio of how many of the data are positive 

and will be predicted as positive with equation 3:  

the result is achieved: TP / TP + FN  

  

   (3)  

  

Specificity is the ratio of how many negative data are 

predicted as negative.  The equation is given in the following:  

  

   (4)  

  

F1 Score is the result obtained by combining the 

calculation of the "recall and precision" values. In addition, 

this value (f1 score) shows the power and performances of the 

methods, by giving classification results and the ratio of the 

methods used. Equation 5 shows the F1-Score calculation.  

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑅𝑒𝑐𝑎𝑙𝑙 
   (5)  

VIII. EDA concept – 
Exploratory Data Analysis (EDA) is an approach to 

analyzing the data using visual techniques. It is used to 

discover trends, and patterns, or to check assumptions 

with the help of statistical summaries and graphical 

representations. Exploratory data analysis (EDA) is used 

by data scientists to analyze and investigate data sets and 

summarize their main characteristics, often employing 

data visualization methods. It helps determine how best 

to manipulate data sources to get the answers you need, 

making it easier for data scientists to discover patterns, 

spot anomalies, test a hypothesis, or check assumptions. 

 

  
Fig 1. Number of promoted and not promoted  

 

The distribution of the highly imbalanced dataset is 

indicated in Figure 2. In the study, Oversampling techniques 

are used to reduce the negative effect of the problem of class 

imbalance on classification.  

 

IX. OUTPUT- 

 

 

IX. CONCLUSION  

This Project presents an overview of the Decision tree 

algorithm. A decision tree algorithm is a common way to 

define classes of jobs. We use a decision tree algorithm for 

classifying employees easily and take appropriate decisions 
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quickly. Several actions can be taken in this circumstance to 

avoid any danger related to hiring poorly performed 

employees and get the best accuracy. Future work involves 

more proper data from several companies. When the 

appropriate model is generated, these algorithms could be 

developed for predicting the performance of employees in 

any kind of organization 
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