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#### Abstract

\section*{ABSTRACT:}

Passenger train delay significantly influences riders to choose rail transport as their mode choice. This paper proposes real-time passenger train delay prediction (PTDP) models using machine learning techniques. In this article, the impact on PTPD models using real-time with real-time-based dataframe structure (RT-DFS) and history-based dataframe structure (RWH-DFS) is investigated. The results show that PTDP models using MLP with RWH-DFS outperformed all other models. The influence of external variables such as historical delay profiles (HDPD), ridership and population, day of the week, geography and weather information on real-time PTPD models is further analyzed and discussed.


This system is very important for improving airport traffic efficiency to improve accuracy in predicting train arrival delay time. In our process, we need to take the input as a time series dataset. After that, machine learning algorithms like logistic regression and random forest should be implemented. Experimental results show that each algorithm has accuracy and error values. The model has good predictive accuracy and can track the trends of many delay indicators well.
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## INTRODUCTION:

Transport systems are critical pieces of infrastructure and they have substantially increased
in size in many countries worldwide. This includes rail transport systems that have evolved significantly, including to provide long-distance travel services. In Sweden, the total distance travelled by trains increased by 8\% between 2013 and 2016. In the United States (U.S.), ridership on state supported routes increased by more than $10 \%$, making it the fastest growing segment of Amtrak's services. On long-distance routes, both ridership and revenue increased in fiscal year 2018 by $6.2 \%$ and $7.3 \%$, respectively. To sustain its competitiveness and attract more riders, ensuring a high on-time performance is critical. Poor on-time performance can impact passenger trust and their satisfaction, and it may result in a shift to other modes of transport, especially private vehicles and air transport.

Service disruption is a root cause of lower rail punctuality and customer satisfaction. Major Service disruptions result from various conditions or factors such as accidents, problems in train operation, malfunctioning or damaged equipment, routine maintenance, construction, passenger boarding or alighting, and even extreme weather conditions.

Rail service disruptions directly affect scheduled timetable and inevitably cause train delay. Significant train delay can eventually lead to service loss or even cancellation.

In addition, train delay can also negatively affect connecting trains and passengers' journeys or activities. Thus, delay estimations or predictions can help train operators develop better plans to manage, reschedule, or adjust the timetable of the current and
consecutive trains more effectively, as well as to inform passengers in advance so they themselves can adjust their travel plans in time. Using or referring to historical average delay is insufficient to estimate future train delay as passenger train can potentially be affected by different factors such as ridership, accumulated delay from prior trains, or weather conditions.

Passenger train delay prediction (PTDP) has been made and modeled in several ways using a variety of approaches and techniques. A fuzzy Petri net (FPN) model to estimate train delay of the Belgrade rail service (the train primary delays were simulated by a fuzzy Petri net module. It used dispatch simulation software to simulate traffic volume and estimate train delays on single and double track rail lines. Wang and Work indicated that although simulation methods can be used to estimate complex train operations, they require tremendous effort to configure parameters such as dispatching rules as well as calibrating the models for complex train systems.

## SYSTEM PROPOSAL

## EXISTING SYSTEM:

Currently, the suspension of passenger trains will a ffect passengers' choice of rail as a mode of travel. This article presents a realtime train delay model (PTDP) using the following machine learning techniques: Random Forest (RF) , Gradient Boosting Machine (GBM), and Multilay er Perceptron (MLP). In this article, the effect of us ing time-based data frame structure (RT-

DFS) and historical data frame duration (RWH-

DFS) of the PTPD model is evaluated. The results show that the PTDP model using MLP and RWHDFS outperforms the other models. The effect of e xternal variables such as site historical latency (HD PD), cycling, population, day of the week, geograp hy and weather on the PTPD time model.

## DISADVANTAGES:

- It performed low accuracy.
- It does not efficient for large number of data's.
- Theoretical limits.


## PROPOSED SYSTEM:

Train delay is a major problem in the aviation sector. In proposed system, we have to use the train delay dataset. After that, we have to implement the pre-processing step. In this step, we have to implement the handling missing values for avoid wrong prediction and label encoder for machine readable. After that, we have to implement the different classification algorithms such as Random forest and logistic Regression for analysing or forecasting the train delay. Finally, the experimental results shows that the accuracy, precision, recall and f1 score. Then, we can predict the train is arrived (on-time or before or late) effectively.

## ADVANTAGES:

- High accuracy is performed for both supervised.
- It also display the visual graphs. (i.e) comparison graph.
- It is efficient for large number of dataset.
- The process is implemented with removing unwanted data.

SYSTEM DIAGRAMS

## SYSTEM ARCHITECTURE:



## 3SEQUENCE DIAGRAM:

Sequence diagrams document the interactions between classes to achieve a result, such as a use case. Because UML is designed for object-oriented programming, these communications between classes are known as messages. The Sequence diagram lists objects horizontally, and time vertically, and models these messages over time.

Graphical Notation: In a Sequence diagram, classes and actors are listed as columns, with vertical lifelines indicating the lifetime of the object over time.

Object: Objects are instances of classes, and are arranged horizontally. The pictorial representation for an Object is a class (a rectangle) with the name prefixed by the object.

Lifeline: The Lifeline identifies the existence of the object over time. The notation 2for a Lifeline is a vertical dotted line extending from an object.

Activation: Activations, modelled as rectangular boxes on the lifeline, indicate when the object is performing an action.

Message: Messages, modelled as horizontal arrows between Activations, indicate the c .


## MODULES:

- Input Data
- Preprocessing
- Data splitting
- Classification
- Performance metrics
- Prediction
prospective system at the time of developing changes whenever required.


## OUTPUT TESTING:

After performing the validation testing, the next step is output asking the user about the format required testing of the proposed system, since no system could be useful if it does not produce the required output in the specific format. The output displayed or generated by the system under consideration. Here the output format is considered in two ways. One is screen and the other is printed format. The output format on the screen is found to be correct as the format was designed in the system phase according to the user needs. For the hard copy also output comes out as the specified requirements by the user. Hence the output testing does not result in any connection in the system.

## CONCLUSION

We conclude that, the input dataset was taken from dataset repository. We are developed the different classification algorithms such as logistic regression and random forest.Finally, the result shows that some performance metrics such as Accuracy, precision, recall and f 1 score. Then, we are forecast or analyzed the train delayand visualization.

## FUTURE ENHANCEMENT

In the future, we should like to hybrid the two different machine learning. In future, it is possible to provide extensions or modifications to the proposed clustering and classification algorithms to achieve further increased performance. Apart from the experimented combination of data mining techniques, further combinations and other clustering algorithms can be used to improve the detection accuracy.
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