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Abstract:  News, when conveyed via newspapers, journalists, radio, media, and TV, the news is considered to be reliable 

information. The contemporary century is a technological age therefore news is disseminated instantly throughout the globe via 

social media. Technologies are also very important in turning real news into a hoax, false information, rumor, or fake news. This 

false information has an impact on all spheres of life, including social and economic ones. Diverse AI, machine learning, and deep 

learning techniques are putting a lot of effort into identifying and detecting it. Deep learning approaches can offer accurate findings 

when compared to the other two approaches. This study places a strong emphasis on the numerous cutting-edge methods. To 

increase the popularity of their publications, fake news publishers employ several stylistic strategies, one of which is to encourage 

the dissemination of false material on social media. This evaluation examines the whole rationale for identifying and detecting 

bogus news. The study also focuses on traits, features, various types of news data, classifications of false news, and methods for 

identifying fake news. To provide a thorough analysis of the numerous literary works that have contributed to this topic, the research, 

in particular, discusses the underlying theory of the relevant work. In addition, various deep-learning approaches are used to evaluate 

the effectiveness of fake news identification. We start by noting the prevalence of fake news, the proportion of false information on 

social media, its effects on various platforms and social media apps, and its various subtypes. Following that, we continue our study 

of earlier deep learning studies. To organize, a thorough overview of deep learning-based methods has been supplied. However, we 

argue that further work is needed to enhance fake news detection techniques in future research paths. 

 

 

IndexTerms - NLP, DNN, AI, CNN, deep learning, machine learning, fake news  

 

INTRODUCTION 

 
Artificial intelligence (AI) and machine learning techniques called deep learning model how people acquire specific types of 

information. Data science, which also encompasses statistics and predictive modeling, contains deep learning as a key component. 

Deep learning makes this process quicker and simpler, which is very advantageous to data scientists who are entrusted with 

gathering, analyzing, and interpreting massive amounts of data. Deep learning can be viewed as a means to automate predictive 

analytics at its most basic level [30]. 

 

 Due to its potential success in several areas, including communication and networking [32, [33], computer vision [34, [35], 

intelligent transportation [36], speech recognition [37], as well as NLP, deep learning models have shown extraordinary growth in 

recent years.  

  

Systems that use deep learning offer advantages over those that use regular machine learning. Deep learning is a branch of machine 

learning techniques that exhibits exceptional accuracy and precision in identifying false news. ml techniques typically rely on 

manually created features. due to the difficulty and duration of feature extraction assignments, biased features may develop. the 

detection of bogus news has not shown notable results using ML techniques. the curse of dimensionality results from ml methods' 

creation of high-dimensional representations of linguistic data. due to their excellent feature extraction capabilities, existing neural 

network-based models have outperformed classical models in terms of performance [38]. dl systems, on the other hand, may learn 

hidden representations from simpler inputs. both the news content and context variants can be used to extract the hidden features. 

 

Deep neural networks (DNNs) are faster than other ML-based classification algorithms like logistic regression, random forest (RF), 

SVM, etc., according to a study by Hiramath and Deshpande [39]. DNNs, however, consume more memory. Two widely used ideal 

models for deep learning in cutting-edge artificial neural networks are the recurrent neural network (RNN) and the convolutional 

neural network (CNN). We discovered a broad framework for deep learning-based fake news identification after reviewing 

numerous experiments.  
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Fig 1.1 A general framework for deep learning for fake news detection 

The initial step was to compile or construct a dataset. The majority of studies have sourced their news content from publicly 

accessible datasets. After gathering the dataset, the pre-processing technique was used to prepare the data for feeding into a neural 

network [42], [40], [41]. Prior research has largely mapped words into vectors using the Word2vec and GloVe word embedding 

algorithms [43], [39], [45]. Based on other research [44], [42], and [46], we depict an overall deep-learning approach for identifying 

bogus news in Figure 1.1. 

 

The paper is organized into three sections: Section I pinpoints how deep learning technologies in fake news detection have more 

influence than machine learning approaches and a general framework for counterfeit news detection in deep learning has been made 

after having a look at previous studies related to the phony information since 2017 to 2022 till date. The leading cause of rising of 

misinformation is that social media networks and the internet, have impacted almost every walking field of life and almost every 

country. Misinformation comes in many forms like rumors, hoaxes, satire, fake news, disinformation, mal-information, and many 

other forms varies from site to site and area to area. 

 

Section II reviews the related work of the studies being done. Studies have focused on deciphering true from false, real from fake, 

and prediction of the label, using CNN, SVM, NB, Bi-LSTM, BERT, RNN, Decision Tree, K-nearest neighbor techniques 

implemented on Twitter, PolitiFact, Liar, various social media sites, corpus, Forbes and many more datasets. Analysis of the study 

as per record Bi-LSTM model achieved higher results than all other models in terms of precision, F1 score, TP rate, and accuracy. 

 

In Section III, the motivation behind the study is highly concentrated. Finding Fake information about the COVID-19, and 

UKRAINE incidents, and commerce apps is the biggest challenge for researchers today. 

 

1.1 The Rise of Fake Information 

Although it is nothing new, fake news has gained popularity since 2017. In the past, we relied on reliable journalists, media 

organizations, and sources who were bound by stringent ethical standards. However, the internet has made it possible to publish, 

exchange, and consume news and information in a completely new way with hardly any restrictions or editorial guidelines [26]. 

Nowadays, a lot of people obtain their news from social media networks and websites, and it can frequently be challenging to 

determine whether a story is legitimate or not. A surge in false news or hoax stories has also been attributed to information overload 

and a general lack of understanding by individuals of how the internet functions. Social media platforms can significantly contribute 

to expanding the audience for these kinds of articles. [26] Social media's economics reward rumors novelty, speed, and 

"shareability." Stephen Yates 

 

1.2 Misinformation on social media  

 

Experts claim that the majority of false information in India is spread through photos and videos, usually with an accompanying 

text blurb. And a large majority of these are disseminated via WhatsApp on mobile devices. On the internet, pictures and videos 

are frequently changed from their original context before being used to disseminate false information.  
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Data from the National Crime Records Bureau revealed a roughly threefold increase in fake news and rumor distribution occurrences 

in 2020 compared to 2019. In contrast to the 486 cases in 2019 and the 280 cases in 2018, there were a total of 1,527 cases of fake 

news reported in 2020 [27]. 

 

1.2.1 Impact of Misinformation on various areas 

 

 

the naming of the topic of a fake news item that was exposed by a fact-checking website. It was separated into 11 subcategories 

with lettered designations from A to K. Due to the CAB, CAA, NPR, and NRC across India protest against the current administration 

occurred during the research period. On social media, fake news about these topics was widely disseminated. In the study, 35 fake 

news stories—or 39% of the 90 sample stories—had some connection to these subjects. 

 

1.2.2 Impact of Misinformation on social media 

 

 People have grown accustomed to getting information through social media, like Facebook, as its use has recently increased. 

However, the convenience of sharing and reading information on social media also made it possible for malevolent users and 

businesses to distribute false information. To identify and expose fake news, it is vital to examine the substance of social media 

posts. Large  

 
 

news with dedicated pages on various social media platforms, like CNN and Politico, provide readers with accurate information. 

the social networking platform where a false news report gained a lot of likes, shares, and comments. Using alphabetic codes from 

A through D, this category was broken down into just 4 subcategories [28]. 
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The majority of the time, a certain false news story was discovered to have been spread over several social media networks. The 

website with the largest percentage of false news reports—more than half, or 81%—was Facebook (A). This can be because 

Facebook has the most active users worldwide (Clement, 2020). It might be the cause of the rise in bogus news on Facebook. 

Twitter (B), which accounted for 49 percent of all false news stories, had the next-highest number. The number of people using this 

microblogging tool on social media is rapidly growing. This may be the cause of the large volume of false news reports on Twitter 

(Smith, 2020). There were hardly any bogus news stories posted on WhatsApp (9%) or YouTube (D, 4%). [28]. 

 

New research is based on spotting bogus news on Twitter. With the development of AI, machine learning, and deep learning-based 

models, there has been a major revolution in the development of automatic false news identification methods. Politics and religious 

stories are particularly impacted by fake news. As a result, scientists are always working to create models that can identify biased 

political and religious reporting. Many researchers used online-accessible datasets, although some struggled with dataset bias and 

attempted to perform their topic-specific detection. [29] 

 

There are currently applications for AI, machine learning, and deep learning in practically every industry. AI, machine learning, 

and deep learning are currently used in almost every sector. Deep learning now extends to every area of research and daily life that 

requires automation. Additionally, AI and its related sectors are working hard to deliver accurate findings. In comparison to how 

they were implemented decades ago, AI-based models using Python, KERAS, and TensorFlow reduced code and increased labor 

productivity. [29] 

 

1.3 Fake Information Types 

 

Different people have different ideas about what constitutes various kinds of incorrect information. However, there are several 

different sorts of fake or misleading news that we need to be aware of when analyzing content online. These consist of: 

i. Clickbait: These are articles that are purposefully made up to draw more people to websites and boost their advertising 

revenue. Sensational headlines are used in clickbait articles to attract readers and direct them to the publisher's website, 

usually at the price of accuracy or truth. 

ii. Propaganda, on the other hand, refers to narratives that purposefully mislead viewers and advance a prejudicial point 

of view, specific political cause, or ideological objective. 

iii. Satire/Parody: Many websites and social media pages post fictitious news reports for fun and parody. The Daily Mash, 

Waterford Whispers, The Onion, etc. are a few examples. 

iv. Sloppy Journalism: Reporters and journalists occasionally release stories with unverified information or without 

conducting thorough research of the information that can lead viewers astray. For instance, the fashion company Urban 

Outfitters released an Election Day Guide during the U.S. elections, which featured inaccurate information stating that 

voters required a "voter registration card." No state in the United States requires this to vote. 

v. False Headlines: False or sensationalized headlines can distort stories that aren't entirely untrue. On social media 

platforms where only headlines and brief excerpts of the whole article are shown to audience newsfeeds, these kinds 

of news can spread swiftly.  

vi. Slanted or biased news: Many people are drawn to news or stories that support their preconceived notions or biases, 

and false information can prey on these prejudices. According to our individualized searches, social media news feeds 

frequently show us news and items that they believe we will enjoy. [26] 

 

           

Fig 1.5 Types of fake news 

vii. Viral posts: On social media sites, a lot of fresh articles and other content are available. As a result, users frequently 

forget to verify posts. Even if the content is fake news, likes, following, and popular posts are more frequently seen 

in a user's threat feed on big social networks since shares are prioritized on these platforms.[26] 

 

2. LITERATURE REVIEW  

 

According to the definition of fake news, it is a story that is meant to damage the reputation of a person, political party, or status on 

social media. The main goal of its creators is to single out a specific person, organization, government or policy, or religion to exact 

personal retribution or gain notoriety. Additionally, social networking apps attracted a lot of attention from creators. Researchers 

have made several efforts to create and propose false news detection algorithms and models because research is a continuous 

activity. In this part, a review of existing and related efforts in the field of fake news identification has been provided.  
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Singhania, et al. (2017) concentrated on the classification of fake news from words, sentences, and headlines using a deep neural 

network and sought to design a Deep learning-based automated detector through a three-level hierarchical attention network 

(3HAN) for quick, accurate detection of false news by using techniques such as word-level attention, sentence-level attention, word-

level encoder, and word-level attention. By including a headline-body encoder and headline-body level attention, the model takes 

advantage of the headline. For the dataset, Forbes developed a list of well-liked authentic sites from various US demographics. 

Singhania et al. (2017) showed that 3HAN outperformed other cutting-edge models in terms of accuracy. The algorithm accurately 

detects the effectiveness of 3HAN with an accuracy of 96.77 percent through testing on a sizable real-world data set. 

 

By examining the old and new techniques for detecting fake news, Stahl, K. (2018) focused on separating the real from the false to 

create and propose a model. Datasets from several social media sites were used to implement the Linguistic Cue and Network 

Analysis technique, which produced a description and the reason why the news at the very first link appeared.  

 

The classification of news articles or other documents as certain or not was the focus of Kaliyar, R. K. (2018), who looked at which 

model would be more accurate in identifying whether the news was true or false. With an accuracy of 90% when using the K closest 

neighbor, Naive Bayes, Shallow CNN, Very Deep CNN, CNN-LSTM, CNN-LSTM with the gated recurrent unit, and Kaggle 

dataset, CNN-LSTM performs the best in terms of classifying fake news. 

 

Roy, A., et al. (2018) created a deep learning-based system for spotting false information, keeping in mind how important it is to 

recognize false information in today's world. The CNN and LSTM-based deep learning system demonstrated encouraging results 

with an overall accuracy of 44.87 percent, exceeding the state of the art with the Liar dataset. 

 

On the Twitter dataset using deep learning models, Monti, F. et al. (2019) guarantee the propagation-based approaches for false 

news detection strategies to content-based approaches with an accuracy of (92.7 percent ROC AUC). 

 

Guo, C., et al. (2019) worked on Sina to create the unique framework EFN, which uses a deep neural network to train representations 

from publisher emotion, social emotion, and content simultaneously, for the identification of fake news after realizing the 

importance of doing so. Weibo, this dataset has over 160k comments and 7880 phony news articles alongside 7907 actual news 

articles. The actual news is taken through NewsVerify, a Weibo real-time news certification system that is implemented on DTC, 

ML-GRU, Basic-GRU, HSA-BLSTM, and other platforms, while the bogus news is gathered from the official Weibo rumor 

debunking system. On our datasets, our EFN model obtains an overall accuracy of 87.2 percent and 87 percent of F1-Score and 

beats all baseline models in performance. 

 

2019 research by Rodrguez, I., & Iglesias, L. L. used deep learning algorithms LSTM, CNN, and BERT to classify 20015 news 

stories as true or false after gathering them from two sources. One is the dataset Getting Real About Fake News, whereas the real 

ones have been gathered from reputable sources like The New York Times or The Washington Post and Corpus to remove or detect 

fake news on the internet by focusing on textual features, and out-of-the-three BERT, created by Google, attained cutting-edge 

results. 

 

Investigating the fake news problem by reviewing the existing work for detecting false news using machine learning and deep 

learning domains, Abedalla, A., et al(2019) .'s research aims to shed light on the fake news problem and the process of detecting 

fake news using deep learning approaches. For the official testing dataset Fake News Challenge (FNC-1), the suggested model's 

accuracy with the GloVe, CNN, LSTM, and Bi-LSTM was 71.2 percent. 

 

The development of a combined deep learning model by Amine, B. M., et al. (2019) to identify fake news and articles has a huge 

impact on our social lives, particularly in the political sphere. The Word embedding approach and convolutional neural network 

were used to extract text-based features and compare various deep learning architectures, and the merged CNN (title and text) model 

has achieved its greatest accuracy of 96 percent with the text and author input with a Real-world dataset (Text, title, and author). 

 

By gathering 1356 news instances from various users via Twitter and media sources like PolitiFact, Kumar, S. et al.,(2020) compare 

several state-of-the-art approaches, including CNN, LSTM ensemble methods, and attention mechanisms. CNN + bidirectional 

LSTM ensembled network with attention mechanism achieved the highest accuracy of 88.78 percent. 

 

According to Kesarwani, A., et al. (2020), secondary data is crucial. The social media activities of users may be included in 

secondary information. To get rid of this information, a novel neural network-based model called Graph-aware Co- Attention 

Networks (GCAN) was developed and implemented using the tweet dataset, significantly outperforming state-of-the-art techniques 

by an average accuracy gain of 16%. 

 

Han, Y., and others (2020) proposed a strategy that employs constant learning techniques to train GNNs gradually to achieve 

balanced performance on both existing and new datasets. (1) How well can GNNs recognize bogus news without using any text 

data, such as tweet content, replies, and user descriptions? (2) How should we handle newly discovered data? Without any text data, 

GNN can perform as well as or better than cutting-edge techniques used by PolitiFact and GossipCop. 

 

Using deep learning approaches, Mansouri, R., et al. (2020) focused on labeled and unlabeled data to find bogus news. With a 

precision score of 95.5 percent on the Liar dataset, the suggested SLD-CNN is a semi-supervised model that performs better than 

competing ones in terms of recall, specificity, and sensitivity. 

 

Sastrawan, I. K., et al. (2021) assessed how the performance of the generated model was affected by data augmentation. 

Convolutional neural network, Bidirectional LSTM, and ResNet outperformed all other models with 99.95% F1-score recall 
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accuracy and precision on all test datasets when combined with pre-trained word embedding and ISOT, false news dataset, fake or 

real news dataset, and fake news detection dataset. 

 

Sahoo, S. R., & Gupta, B. B., (2021) introduced an automatic fake news detection approach in a chrome environment on which it  

can detect fake news on Facebook by keeping in mind the hot topic that an online social network is dubious and frequently misleads 

other users in the network. In comparison to machine learning algorithms, the models KNN, SVM, Logistic Regression, Decision 

Tree, and Naive Bayes performed exceptionally well with 99.4% accuracy when applied to Facebook datasets. 

 

A tensor factorization strategy was prioritized when designing the successful deep learning model EchoFakeD by R. K. Kaliyar et 

al. in 2021. With datasets from BuzzFeed and PolitiFact, EchoFakeD obtained a validation accuracy of 92.30 percent and 

outperformed current and relevant baselines for fake news identification. 

 

To deal with ambiguity, which is the biggest challenge to natural language understanding, Kaliyar, R. K., et al. (2021) introduced 

the FakeBERT, which performs with an accuracy of 98.90% with the real-world fake news dataset with the news spreading during 

the U.S. General Presidential Election-2016.  

 

According to Shahi, G. K., et al. (2021), misinformation is a significant social issue that takes on a variety of shapes. Therefore, 

CheckThat! at CLEF is a lab to evaluate a system to identify bogus news and offer tools for inspecting pipelines and assisting 

humans. The Complete CT-FAN-21 corpus used for tasks 3A and 3B is available at Zenodo, and it was utilized in experiments with 

several deep-learning models. This lab consists of three problems. With a macro F1 score of 0.84, the top-performing system for 

task 3A outperformed the rest by a significant margin. The systems performed better overall for task 3B than for task 3A, with the 

top system attaining a macro F1 score of 0.88. 

 

After the embedding layer, which consists of novel pre-trained models like BERT, RoBERTa, GPT, and Funnel Transformer, 

Samadi, M., et al. (2021) conduct a comparative study about using different classifiers and embedding models SLP, MLP, and CNN 

to benefit from deep contextualized representation provided by those models as well as deep neural classifications and LIAR, ISOT, 

and COVID-19 datasets. 

 

The Russian invasion of Ukraine on February 24, 2022, was highlighted as one of the most terrible occurrences in the world by 

Pavlyshenko, B. M. (2022). It generates a significant amount of phony and manipulative news to create a specific justification and 

explanation for the invasion, in addition to a massive informational news flow on social networks. The examination of news trends 

on Twitter has been approached in many ways. Numerous graphs illustrating the impact on various industries were produced by the 

neural network with the DistilBERT transformer layer and the neural network with the concatenation of the DistilBERT transformer  

 

with embedding layers for the usernames of users who post tweets and the Twitter dataset produced several visualizations showing 

the impact in many industries. 

 

With the Kaggle dataset, Sahin, M. E., et al. (2022) proposed an LSTM-based method for fake news detection. The accuracy of the 

suggested word embedding model is 96% for the first dataset and 99% for the second dataset. 

 

Ghayoomi, M., and Mousavian, M., developed a corpus for Persian in the domain of COVID-19 where the fake news is annotated 

and to provide a model for detecting Persian COVID-19 fake news. They then implemented the model with an English COVID-19 

fake news dataset, a general domain Persian fake news dataset, and a Persian COVID-19 fake news dataset, which produced a 

Precision scale of 94.46 percent. The F-measure was improved by 2.39 percent as a result of combining these two knowledge 

transmission models. 

 

Deshmukh, H., & Badgujar, D. (2022) propose an automatic fake news detection system that fuses textual and visual capabilities 

to create a multimodal function vector with high data and content and predicts whether the given data (textual or visual) is real or 

fake news on CNN model and Kaggle dataset. They argue that it is crucial to confirm the veracity of the information at an early 

stage before sharing it with the general public. 
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3. SIGNIFICANCE AND MOTIVATION 

The topic of fake news is nothing new; it has always existed. 

 

1. The 21st century, is often known as the era of technologies, given the availability of the internet and social media wings 

to the dissemination of news. 24*7. The internet and apps' constant availability have made international communication 

possible. For knowledge or assistance, people post or share anything, but they never verify the veracity of the information. 

2. Numerous websites create false news from the original to get fame, and funds, or to influence the economies of other 

nations or political parties. 

3. The impact of this misinformation's dissemination on innocent individuals, actual events, and businesses is enormous, 

4. One of the best instances is COVID-19 and the incident in Ukraine on February 24, 2022. Many people and nations 

exploited these two by posting and negatively affecting the economies of the nations by disseminating rumors and false 

information. 

5. False information not only affects people but also damages credibility in a variety of contexts, including finance, business, 

society, and others.  

6. Although some businesses are well-known, they are nonetheless affected by false information and news. Nowadays, brand 

names are frequently used in fraudulent transactions, particularly in e-commerce apps. 

7.  Although the information is false, its effects on real-life situations are not, and we must cease distributing it. 

 

 

 

 

 

Table 1.1 Describing Closer Perspectives of different authors on fake news detection 

Author  Year  Datasets  Accuracy 

Singhania, et al. [1] 2017 Forbes  96.7% 

Stahl, K. [2] 2018 Social media sites  0.88 

Kaliyar, R. K. [3] 2018 Kaggle 90% 

Roy, A., et al. [4] 2018 Liar 44.87% 

Monti, F, et al. [5] 2019  Twitter  92.7% 

Guo, C., et al. [6] 2019 Sina Weibo, 

NewsVerify 

87.2% & 87%. 

Rodríguez, Á. I., & Iglesias, L. L. [7] 2019 The New York Times 

and Corpus 

0.98 

Abedalla, A., et al., 2019 [8] 2019 Fake News Challenge 

(FNC-1) 

71.2%  

Amine, B. M., et al. [9] 2019  Real-world 96% 

Hiramath, C. K., & Deshpande, G. C.  [10] 2019  different sites 91% 

Kumar, S, et al. [11] 2020 Twitter, PolitiFact  88.78%. 

Kesarwani, A., et al. [12] 2020 Facebook news post  79%  

Lu, Y. J., & Li, C. T. [13] 2020 Tweet dataset 0.9084 

Han, Y., et al. [14] 2020 PolitiFact, GossipCop 0.786 

Mansouri, R., et al. [15] 2020 Liar 95.5%.  

Sastrawan, I. K., et al. [16] 2021 ISOT, fake news, fake 

or real news, and fake 

news detection  

99.95%  

Sahoo, S. R., & Gupta, B. B. [17] 2021 Facebook dataset  99.4%   

Kaliyar, R. K., et al. [18] 2021 BuzzFeed, PolitiFact 92.30%. 

Kaliyar, R. K., et al. [19] 2021 U.S. General 

Presidential Election-

2016. 

98.90%. 

Shahi, G. K, et al. [20] 2021 Complete CT-FAN-21 

corpus  

0.88 

Samadi, M., et al. [21] 2021 LIAR, ISOT, and 

COVID-19 

97.80 

Pavlyshenko, B. M. [22] 2022 Twitter 

 

80% (humans) 

Sahin, M. E, et al. [23] 2022 Kaggle  99%  

Ghayoomi, M., & Mousavian, M. [24] 2022 An English COVID-19 

Persian fake news, A 

Persian COVID-19  

94.46% 

Deshmukh, H., & Badgujar, D [25] 2022 Kaggle  Prediction(fake/ real) 
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4. DISCUSSIONS 

 

One of the applications based on artificial intelligence is the review of research papers and articles from 2017 to 2022. It is based 

on the detection of fake news in deep learning techniques. Figure 1.6 provides a summary of the several methods that were 

investigated during the literature review. 

 

Fig 1.6 deep learning approaches for fake news detection 

Deep learning, a form of artificial intelligence and machine learning, effectively improves the identification of false news by 

adopting new approaches and models and offers superior outcomes in terms of accuracy and prediction, according to the majorit y 

of research papers and articles. Table 1.1 shows that deep learning was less active and used in 2017–2018 due to a decrease in the 

number of applications. As time passed into 2019 and the present, systems like FakeBERT and EchoFakeD were popular for 

determining the precise state of news that was shared on social media. 

 

 In the 42 publications and articles they looked at, researchers used CNN, SVM, NB, Bi-LSTM, BERT, RNN, and other methods. 

As per the researcher's interest and the problem area, the decision tree and K-nearest neighbor approaches were used on Twitter, 

PolitiFact, Liar, different social media sites, corpus, Forbes, and many more datasets. The most often applied deep learning models 

are CNN, NB, and k-nearest neighbor. The Bi-LSTM model outperformed all other models in terms of precision, F1 score, TP rate, 

and accuracy when the studies were reviewed.  

 

The whole research consists of the following steps that must be taken: The initial step was to compile or construct a dataset. The 

majority of studies have sourced their news content from publicly accessible datasets. After gathering the dataset, the pre-processing 

technique was used to prepare the data for feeding into a neural network. Prior research has mostly employed the Word2vec and 

GloVe word embedding algorithms to map words into vectors. After embedding, a neural network is trained on the dataset to make 

predictions. Based on several experiments, we represent an overall deep-learning strategy for identifying bogus news. 

 

5. CHALLENGES AND RESEARCH DIRECTION 

 

There is always room for improvement and research, even though many studies have been done on the detection of fake news. In 

terms of identifying false news, we emphasize difficulties as well as several original research topics. Although DL-based methods 

are more accurate than the other methods, there is still a need to improve their acceptability.  

 

i. Real-time learning from newly published online articles by fake news detection programs could improve detection rates. 

Using a transfer-learning strategy to train a neural network using online data streams is another intriguing future endeavor. 

ii. Since the absence of data is the primary issue in the classification of fake news, more data for a larger number of false 

news items should be made public. More training data are thought to enhance model performance. Publicly accessible 

datasets with a news content focus are available. Datasets based on various textual properties, however, are few. Research 

that makes use of additional textual features is therefore rare. 

iii. Studies solely examined text data to detect false news, yet fake news is produced using sophisticated techniques and 

purposely manipulated text or graphics. Image attributes have only been employed in a few research. Consequently, we 

advise using visual data (videos and images). To create a stronger and more reliable system, an inquiry into video and 

image features will be conducted. 

iv. We want to assess other data sets, such as news tweets, for the detection of fake news. It is also worthwhile to look at how 

well the suggested methodology works in spotting false information in other industries, such as the healthcare industry 

(for instance, false information about COVID-19). 

 

 

 

DEEP LEARNING 
APPROACHES 

CNN(Convolutional Neural Network)

RNN(Recurrent Neural Network) 

GNN(Graph Neural Network)

GAN(Generative Adversial Network)

Attention Mechanism 

Bidirectional Encoder Representations For Transformer

Esemble Approach 
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6. CONCLUSION AND FUTURE SCOPE  

 

To analyze the research done from 2017 to 2022 on detecting fake news in social networks using deep learning models and 

methodologies, this paper reviews 42 papers, articles, and 5 backlinks. A variety of deep learning-based models have been used in 

previous studies and articles to separate fact from fiction, real from fake, and true from false in the identification of fake news.  

 

The literature review in this paper provides a thorough overview of the publications under consideration, provides a closer look, 

and compiles a summary of the most important findings. It also includes information about the study methodologies and datasets 

that will be useful in future studies.  

 

The methods of the deep learning methodology are presented in this study, which also clarifies the problems. The paper discusses 

the deep learning approach's methods and sheds light on the issues that need to be resolved for future study. Compared to machine 

learning and AI methods, deep learning models perform well.  

 

As social media usage increases, fake news is getting worse. Researchers are working hard to identify solutions that will protect 

society against fake news. This review paper discusses significant studies and provides an overall overview of the classification of 

false news. Because advanced frameworks are the leaders in this field, it is imperative to have a solid understanding of current 

techniques for false news detection. So, we looked at DL-based techniques for identifying bogus news.  

 

We provided methods for spotting bogus news. We've provided a summary of the experimental results from earlier investigations. 

We gave a quick overview of potential future research directions in this area. With the emergence of cutting-edge deep learning 

network architectures, fake news identification will continue to be an important study area for some time. When utilizing deep 

learning-based models, there are reduced odds of receiving erroneous findings. We are confident that this review will help 

researchers in false news detection to get a clearer understanding of current issues, solutions, and potential future paths. 

 

Deep learning techniques must be used with huge datasets because it has been determined that deep learning models perform well 

with small datasets. Despite being able to identify fake news at an early stage, the majority of researchers still attempt to forecast 

its future. To prevent negative effects, additional models for the early identification of news must be established. This will allow 

the legitimacy of the news to be verified before it is accessed. In terms of speed, memory, and accuracy, several of the models fall 

short. Therefore, those models need to be improved.  

 

REFERENCES 

[1] Singhania, S., Fernandez, N., Rao, S. (2017). 3HAN: A Deep Neural Network for Fake News Detection. In: Liu, D., Xie, S., Li, 

Y., Zhao, D., El-Alfy, ES. (eds) Neural Information Processing. ICON 2017.  

 

[2] Stahl, K. (2018). Fake news detection in social media. California State University Stanislaus, 6, 4-15. 

[3] Kaliyar, R. K. (2018, December). Fake news detection using a deep neural network. In 2018 4th International Conference on 

Computing Communication and Automation (ICCCA) (pp. 1-7). IEEE. 

[4] Roy, A., Basak, K., Ekbal, A., & Bhattacharyya, P. (2018). A deep ensemble framework for fake news detection and 

classification. Arxiv preprint arxiv:1811.04670. 

[5] Monti, F., Frasca, F., Eynard, D., Mannion, D., & Bronstein, M. M. (2019). Fake news detection on social media using geometric 

deep learning. Arxiv preprint arxiv:1902.06673. 

[6] Guo, C., Cao, J., Zhang, X., Shu, K., & Yu, M. (2019). Exploiting emotions for fake news detection on social media. arXiv 

preprint arXiv:1903.01728. 

[7] Rodríguez, Á. I., & Iglesias, L. L. (2019). Fake news detection using deep learning. arXiv preprint arXiv:1910.03496. 

[8] Abedalla, A., Al-Sadi, A., & Abdullah, M. (2019, October). A closer look at fake news detection: A deep learning perspective. 

In Proceedings of the 2019 3rd International Conference on Advances in Artificial Intelligence (pp. 24-28). 

[9] Amine, B. M., Drif, A., & Giordano, S. (2019, November). Merging deep learning model for fake news detection. In 2019 

International Conference on Advanced Electrical Engineering (ICAEE) (pp. 1-4). IEEE. 

[10] Hiramath, C. K., & Deshpande, G. C. (2019, July). Fake news detection using deep learning techniques. In 2019 1st 

International Conference on Advances in Information Technology (ICAIT) (pp. 411-415). IEEE. 

[11] Kumar, S., Asthana, R., Upadhyay, S., Upreti, N., & Akbar, M. (2020). Fake news detection using deep learning models: A 

novel approach. Transactions on Emerging Telecommunications Technologies, 31(2), e3767. 

[12] Kesarwani, A., Chauhan, S. S., & Nair, A. R. (2020, June). Fake news detection on social media using the k-nearest neighbor 

classifier. In 2020 International Conference on Advances in Computing and Communication Engineering (ICACCE) (pp. 1-4). 

IEEE. 

[13] Lu, Y. J., & Li, C. T. (2020). GCAN: Graph-aware co-attention networks for explainable fake news detection on social 

media. arXiv preprint arXiv:2004.11648. 

http://www.ijnrd.org/


© 2023 IJNRD | Volume 8, Issue 5 May 2023 | ISSN: 2456-4184 | IJNRD.ORG 

IJNRD2305766 International Journal of Novel Research and Development (www.ijnrd.org)  
 

h493 

 

[14] Han, Y., Karunasekera, S., & Leckie, C. (2020). Graph neural networks with continual learning for fake news detection from 

social media. arXiv preprint arXiv:2007.03316. 

[15] Mansouri, R., Naderan-Tahan, M., & Rashti, M. J. (2020, August). A semi-supervised learning method for fake news detection 

in social media. In 2020 28th Iranian Conference on Electrical Engineering (ICEE) (pp. 1-5). IEEE. 

[16] Sastrawan, I. K., Bayupati, I. P. A., & Arsa, D. M. S. (2021). Detection of fake news using deep learning CNN–RNN-based 

methods. ICT Express. 

[17] Sahoo, S. R., & Gupta, B. B. (2021). Multiple features-based approaches for automatic fake news detection on social networks 

using deep learning. Applied Soft Computing, 100, 106983. 

[18] Kaliyar, R. K., Goswami, A., & Narang, P. (2021). EchoFakeD: improving fake news detection in social media with an efficient 

deep neural network. Neural computing and applications, 33(14), 8597-8613. 

[19] Kaliyar, R. K., Goswami, A., & Narang, P. (2021). FakeBERT: Fake news detection in social media with a BERT-based deep 

learning approach. Multimedia tools and applications, 80(8), 11765-11788. 

[20] Shahi, G. K., Struß, J. M., & Mandl, T. (2021). Overview of the CLEF-2021 CheckThat! Lab: Task 3 on Fake News Detection. 

In CLEF (Working Notes) (pp. 406-423). 

[21] Samadi, M., Mousavian, M., & Momtazi, S. (2021). Deep contextualized text representation and learning for fake news 

detection. Information Processing & Management, 58(6), 102723. 

[22] Pavlyshenko, B. M. (2022). Methods of Informational Trends Analytics and Fake News Detection on Twitter. arXiv preprint 

arXiv:2204.04891. 

[23] Sahin, M. E., Tang, C., & Al-Ramahi, M. (2022). Fake News Detection on Social Media: A Word Embedding-Based Approach. 

[24] Ghayoomi, M., & Mousavian, M. (2022). Deep transfer learning for COVID‐19 fake news detection in Persian. Expert Systems, 

e13008. 

[25] Deshmukh, H., & Badgujar, D. FAKE NEWS DETECTION SYSTEM. 

[26] https://www.webwise.ie/teachers/what-is-fake-news/ 

[27]https://www.business-standard.com/podcast/current-affairs/what-are-new-age-fake-news-and-misinformation-

122022400075_1.html 

[28] Kanozia, R., Arya, R., Singh, S., Narula, S., & Ganghariya, G. (2021). A Study on Fake News Subject Matter, Presentation 

Elements, Tools of Detection, and Social Media Platforms in India. Asian Journal for Public Opinion Research, 9(1), 48–82. 

https://doi.org/10.15206/AJPOR.2021.9.1.48 

[29] https://www.analyticsinsight.net/fake-news-detection-using-machine-learning-present-and-future-trends/ 

[30] https://www.techtarget.com/searchenterpriseai/definition/deep-learning-deep-neural-network 

[31] https://www.sciencedirect.com/science/article/pii/S2405959521001375) 

[32] T. O’Shea and J. Hoydis, ‘‘An introduction to deep learning for the physical layer,’’ IEEE Trans. Cogn. Commun. Netw., vol. 

3, no. 4, pp. 563–575, Dec. 2017.  

[33] G. Aceto, D. Ciuonzo, A. Montieri, and A. Pescapé, ‘‘Mobile encrypted traffic classification using deep learning: Experimental 

evaluation, lessons learned, and challenges,’’ IEEE Trans. Netw. Service Manag., vol. 16, no. 2, pp. 445–458, Feb. 2019.  

[34] P. Yildirim and D. Birant, ‘‘The relative performance of deep learning and ensemble learning for textile object classification,’’ 

in Proc. 3rd Int. Conf. Comput. Sci. Eng. (UBMK), Sep. 2018, pp. 22–26.  

[35] D. Shen, G. Wu, and H. Suk, ‘‘Deep learning in medical image analysis,’’ Annu. Rev. Biomed. Eng., vol. 19, pp. 221–248, 

Jun. 2017.  

[36] M. Veres and M. Moussa, ‘‘Deep learning for intelligent transportation systems: A survey of emerging trends,’’ IEEE Trans. 

Intell. Transp. Syst., vol. 21, no. 8, pp. 3152–3168, Aug. 2020 

[37] U. Kamath, J. Liu, and J. Whitaker, Deep Learning for NLP and Speech Recognition, vol. 84. Switzerland: Springer, 2019. 

[38] E. Qawasmeh, M. Tawalbeh, and M. Abdullah, ‘‘Automatic identification of fake news using deep learning,’’ in Proc. 6th Int. 

Conf. Social Netw. Anal., Manage. Secure. (SNAMS), Oct. 2019, pp. 383–388. 

[39] C. K. Hiramath and G. C. Deshpande, ‘‘Fake news detection using deep learning techniques,’’ in Proc. 1st Int. Conf. Adv. Inf. 

Technol. (ICAIT), Jul. 2019, pp. 411–415. 

http://www.ijnrd.org/
https://www.webwise.ie/teachers/what-is-fake-news/
https://www.business-standard.com/podcast/current-affairs/what-are-new-age-fake-news-and-misinformation-122022400075_1.html
https://www.business-standard.com/podcast/current-affairs/what-are-new-age-fake-news-and-misinformation-122022400075_1.html
https://doi.org/10.15206/AJPOR.2021.9.1.48
https://www.analyticsinsight.net/fake-news-detection-using-machine-learning-present-and-future-trends/
https://www.techtarget.com/searchenterpriseai/definition/deep-learning-deep-neural-network
https://www.sciencedirect.com/science/article/pii/S2405959521001375


© 2023 IJNRD | Volume 8, Issue 5 May 2023 | ISSN: 2456-4184 | IJNRD.ORG 

IJNRD2305766 International Journal of Novel Research and Development (www.ijnrd.org)  
 

h494 

 

[40] S. Girgis, E. Amer, and M. Gadallah, ‘‘Deep learning algorithms for detecting fake news in online text,’’ in Proc. 13th Int. 

Conf. Comput. Eng. Syst. (ICCES), Dec. 2018, pp. 93–97. 

[41] B. M. Amine, A. Drif, and S. Giordano, ‘‘Merging deep learning model for fake news detection,’’ in Proc. Int. Conf. Adv. 

Electr. Eng. (ICAEE), Nov. 2019, pp. 1–4. 

[42] M. Umer, Z. Imtiaz, S. Ullah, A. Mehmood, G. S. Choi, and B.-W. On, ‘‘Fake news stance detection using deep learning 

architecture (CNNLSTM),’’ IEEE Access, vol. 8, pp. 156695–156706, 2020. 

[43] S. Deepak and B. Chitturi, ‘‘Deep neural approach to Fake-News identification,’’ Proc. Comput. Sci., vol. 167, pp. 2236–2243, 

Jan. 2020. [Online]. Available: http://www.sciencedirect. com/science/article/pii/S1877050920307420 

[44] R. K. Kaliyar, A. Goswami, P. Narang, and S. Sinha, ‘‘FNDNet— A deep convolutional neural network for fake news 

detection,’’ Cognit. Syst. Res., vol. 61, pp. 32–44, Jun. 2020.[Online]. Available: 

http://www.sciencedirect.com/science/article/pii/S1389041720300085 

[45] M. Bugueño, G. Sepulveda, and M. Mendoza, ‘‘An empirical analysis of rumor detection on microblogs with recurrent neural 

networks,’’ in Proc. Int. Conf. Hum.-Comput. Interact., Jul. 2019, pp. 293–310. [Online]. Available: 

https://link.springer.com/chapter/10.1007/978-3-030-21902- 4_21 

[46] P. Bahad, P. Saxena, and R. Kamal, ‘‘Fake news detection using bi-directional LSTM-recurrent neural network,’’ Proc. 

Computer. Sci., vol. 165, pp. 74–82, Jan. 2019. [Online]. Available: 

http://www.sciencedirect.com/science/article/pii/S1877050920300806 

[47] Shu, K., Sliva, A., Wang, S., Tang, J., & Liu, H. (2017). Fake news detection on social media: A data mining perspective. ACM 

SIGKDD explorations newsletter, 19(1), 22-36. 

 

 

http://www.ijnrd.org/
http://www.sciencedirect.com/science/article/pii/S1389041720300085
https://link.springer.com/chapter/10.1007/978-3-030-21902-%204_21
http://www.sciencedirect.com/science/article/pii/S1877050920300806

