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Abstract:  Despite the latest advancements in the domain of image processing and deep learning, the combination of object detection 

and monitoring mechanisms for drawing and visible artwork remained underexplored. One such captivating study region is writing 

in the air. The undertaking takes gain of this concept and specializes in developing a motion-to-textual content converter that could 

function software program for intelligent wearable gadgets for writing from the air. This project is a reporter of random gestures, a 

real-time video-based pointing approach that allows for the sketching and writing of English textual content in front of a camera 

over the air. The YOLO algorithm will be used to detect and track the movements of the finger. The generated textual content may 

be used for several purposes, which include sending messages, emails, etc. It could be an effective way of communique for the deaf 

and also can be an excellent motivation for the dustless lecture rooms for the scholars to study in. It is a powerful communique 

technique that reduces human-system interplay, putting off the need to write. 

 

Index Terms - image processing, deep learning, YOLO 

 

INTRODUCTION 

How easy would our lives be if all we have to do is just wave our hands in the air to write the text? Minimal effort and maximum 

work done. Isn't that the kind of comfort we all seek in our tasks? This could make important development in the way classes are 

taught, how the deaf communicates with other people, how it minimizes the human-system interaction, and many more. Air Canvas 

is an application that traces the movements of the desired object and projects them on an interface as the textual content we want to 

display or convey. This is done using object tracking. It is built using the OpenCV module in Python programming language along 

with a real-time object detecting algorithm. The task of detecting targets is vital in this project. With the increase in GPU computing 

power and neural networks research in recent years, it has become a hotspot in global research. There are two main methods for 

target detection. One is the traditional method using HOG + SVM. The other is to use Deep learning algorithms. Right from R-

CNN, the performance is getting better and better with more new emerging algorithms. Since the simulated result is to be used on 

the real-time object, the application parameters and network structure were adjusted based on YOLOv5s. YOLOV5 is built with 

Pytorch Classifier in deep learning, and after object detection, the OpenCV module is used to feed the algorithm real-time or file 

format video input, as well as track the item recognized in the output, making the system efficient. 

 

 

RELATED WORK 

 

2.1 Using LSTM and CNN  

 Md. Shahinur Alamat al. 2020[4] implemented a trajectory-based writing system using three-dimensional trajectories 

collected by a depth camera that tracks the fingertip. They employed LSTM and CNN as a recognizer. They also put the model to 

the test with a 6D motion gesture alphanumeric character dataset, which it passed with 99.32% accuracy, which is the highest to 

date. Four sections make up the full procedure. The four sections include fingertip detection, data gathering, normalization, and 

network creation. The experiment was carried out with the help of an IntelSense SR300 camera and a computer. C# and Python 

programming languages were used for interfacing and these networks were implemented in Keras high-level API for the Tensorflow 

backend. However, each character's ending frame was different due to the different writing patterns. 

 

 

 

2.2 Using OCR 

 Pavithra Ramasamy et al. 2016[3] proposed a finger motion tracking system that identifies the English character written 

by the finger over the air. The web camera is used to capture the LED-fitted finger movements. From this, the movement is tracked 

by only using the LED. The entire video is divided into a sequence of frames. The tracking color is white, with a black backdrop. 
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To create a single black and white frame, join the following black and white frames together. The image is then cropped to fit the 

ROI. The character is identified and displayed on the screen using optical character recognition (OCR). The image which has the 

maximum correlation with the alphabet image is shown as the output. The alphabets A, C, D, J, K, L, O, P, R, S, T, U, V, and Z are 

more accurately identified than the alphabets E, F, G, H, I, M, N, Y. Few alphabets like B, Q, W, X tend to have the least accuracy. 

 

2.3 Using SSD and Faster-RCNN 

 Nishta Dua et al. 2021[2] developed a project, a motion-text-converter. They proposed a system where the number of 

gestures used for controlling the system is equal to the number of functionalities involved. The basic functionalities included are 

Writing mode, Color mode, and Backspace. The data input is the video clip of the hand movement. Two-second videos of the hand 

are captured in different environments. These videos are then broken into 30 separate images. In total there were about 2000 images. 

The dataset is divided into train and dev sets (85%-15%). They used SSD and Faster-RCNN pre-trained models. Faster RCNN 

yielded much better results. 

This model has shown an accuracy of 99%. Since the generated images were from the same video, the model couldn't work for 

discrete backgrounds. 

 

METHODOLOGY OF YOLOV5 

 

Object detection is a method of detecting objects from a video. One of the most adaptable and well-known object detection models 

is YOLO, which stands for "You Only Look Once." The YOLOv5 made the transition from the darknet to PyTorch, achieving 140 

frames per second in the Tesla P100, compared to 50 frames per second in the YOLOv4. YOLOV5 offers the same benefits as 

YOLOV4 and has a nearly identical architecture. In comparison to YOLOv4, YOLOv5 makes it easier to learn and recognize items. 

YOLO algorithm divides the given input image into the SXS grid system. Each grid is responsible for object detection where the 

grid cells predict the boundary boxes for the detected object. For every box, there are five main attributes: x and y for coordinates, 

w and h for width and height of the object, and a confidence score for the probability that the box contains the object. To predict 

the boxes, the YOLO algorithm predicts bounding boxes as deviations from a list of anchor box dimensions. 

 

 

 

Fig.1. Boundary boxes of the detected object 

 

For the model, YOLOv5 offers four distinct scales: S, M, L, and X, which stand for Small, Medium, XLarge, and Large, 

respectively. Each of these scales applies a different multiplier to the depth and width of the model, which means the overall 

structure of the model remains constant, but the size and complexity of each model are scaled. 

 

Fig.2. Performance of different scales of YOLO 
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It consists of three parts: (1) Backbone: CSPDarknet, (2) Neck: PANet, and (3) Head: YOLO Layer. The data is provided through 

CSPDarknet for feature extraction before being loaded into PANet for feature fusion. Finally, the detection results are output by 

YOLO Layer (class, score, location, size).  

 

 

Fig.3. Architecture of YOLOv5 

 

In the current work, YOLOv5 “s” is used. In the “s” variant, Model Backbone is primarily used to extract important features from 

the given input image. The CSP — Cross Stage Partial Networks — backbone is utilized in YOLOv5 to extract rich informational 

characteristics from the input image. With deeper networks, CSPNet has shown a significant improvement in processing time. 

Model Neck is mostly employed in the creation of feature pyramids. Feature pyramids aid in the generalization of models across 

object scales. It aids in the detection of the same object in various sizes and scales. Feature pyramids are quite beneficial in helping 

models operate successfully while dealing with overlooked data. Other models employ feature pyramid approaches like FPN, 

BiFPN, PANet, and others. PANet is used as a neck in YOLOv5 to generate feature pyramids. 

The final detection is mostly performed by the model head. It creates final output vectors with class probabilities, bounding boxes, 

and objectness scores by applying anchor boxes to features. 

 

3.1 Activation Function 

 In any deep neural network, the choice of activation functions is critical. Recently lots of activation functions have been 

introduced like Leaky ReLU, mish, swish, etc. YOLOv5 goes with the Leaky ReLU and Sigmoid activation function. 

 

3.2 Optimization Function 
 For the optimization function in YOLOv5, we have two options 

1. SGD 

2. Adam 

In YOLOv5, the default optimization function for training is SGD. However, you can change it to Adam by using the “ --adam” 

command-line argument. 

 

3.3 Cost Functions or Loss Functions 

 A compound loss is calculated in the YOLO family based on the objectness score, class probability score, and bounding 

box regression score. For the loss computation of class probability and object score, Ultralytics employed PyTorch's Binary Cross-

Entropy with Logits Loss function. We also have the option of utilizing the Focal Loss tool to calculate the loss. Using the fl_gamma 

hyper-parameter, you can select to train with Focal Loss. 

 

Table.1. Functional metrics of YOLOv5 
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3.4 Model Summary 

 Model Summary: 191 layers, 7.46816e+06 parameters, 7.46816e+06 gradients 

 

IV. IMPLEMENTATION 

The system begins with the home page of the project. After optioning air canvas, the live camera feed is given as the input to the 

object detection system. For detection, the input data is divided into frames. The YOLOV5 uses the Model or dataset to detect the 

item in the input data during detection. After identifying objects, the model classifies and represents the observed items by 

utilizing labels and bounding boxes around the identified objects, and then it is processed into output. 

  

4.1 Input 

Using OpenCV, we can access the camera module and add video files in various formats. OpenCV is used to obtain the 

real-time video frame from camera lenses. Opencv is an open-source library that includes image processing, camera access, and 

other computer vision components. GPU support has now been added to the Opencv module, which is a critical component of 

PyTorch. Opencv technology has progressed quickly and now supports a wide range of algorithms, particularly in the field of 

image processing. Numpy, matplot, use, and other Python libraries are supported by OpenCV.Neural Network.  

The input data is categorized into frames using the camera or video input, and each frame is transmitted to the YOLO detection 

algorithm with the model specified by the user. The object is bound with boxes and labels and sent to the output phase, where the 

detected frames are collected and compressed into the output format, once the detection is complete. The detected frames are utilized 

for tracking with OpenCV before merging. 

 

4.2 Dataset 

This field is used to create a custom dataset from raw images, which may then be used to create a custom model for 

detection. The first stage is to build a dataset from raw images obtained from various sources. In this scenario, the images depict a 

person's hand carrying a blue-colored object. The objects from the dataset images must next be annotated and labeled. Annotating 

and labeling the objects is done using Python frameworks like "LabelImg." Each object we want the detector to see is enclosed in 

a box labeled with the object class that we want the detector to anticipate. Each bounding box has five predictions: x, y, w, h, and 

confidence. 

Fig.4. Hand holding a blue object 

 

 

Fig.5. bounding boxes of the class labels in the image. 

 

 

Fig.6. Text file containing the coordinates of the bounding boxes of the class labels. 

After the dataset has been annotated and labeled, it is divided into train and test images in a percentage of 80% for train 

and 20% for the test, which is the usual optimal percentage for training. After that, it will be sent to the YOLO training method, 

which will train the dataset and create the model.  

x, y, w, h, and confidence are the five predictions in each bounding box. The (x, y) coordinates represent the box's centroid 

in relation to the grid cell's limits. The width and height are calculated in terms of the entire image. Finally, the IOU between the 

projected box and any ground truth box is represented by the confidence prediction. Each grid cell additionally estimates Pr(Classi 
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|Object), which are C conditional class probabilities. These probabilities are based on the grid cell in which an object is located. 

Regardless of the number of boxes B, we only anticipate one set of class probabilities per grid cell. 

Fig.7. Predicting the class labels after training. 

 

The proposed methodology's architecture can be seen in the diagram below. This project combines OpenCV tasks with an 

object detection method. OpenCV is used to collect live video in order to detect the item and provide an interface that allows the 

user to paint the required patterns. Initially, the trackbar for changing the color's chromatic values is set up with options like hue 

and saturation. To display the output, a plain white paint interface is constructed. The next stage is to use the web camera for input. 

In the form of frames, the feed is passed on to the next phase. The standard frame rate for OpenCV is 30 frames per second. 

However, with the YOLO algorithm, it is enhanced to 45 frames per second. The frames are then subjected to morphological 

procedures such as dilation and erosion. These methods hide the contents of the frames, leaving only the principal item to be detected 

viewable. 

 

Fig.8. Content diagram of the implementation 

 

4.3 Dilation 

For binary pictures, dilation is defined mathematically as:  

• Assume X is the set of Euclidean coordinates for the input binary image and K is the set of coordinates for the structuring 

element.  

• Let Kx stand for K's translation with its origin at x.  

• The dilation of X by K is the set of all locations x such that Kx traverses X in a non-empty way.  

I ⊕ H ≡ {(p+q) | for every p ∈ I, q ∈ H                                 (1)  

(I ⊕ H)(u,v) = max (i,j) ∈H { I(u+i, v+j) + H(I,j)}                (2) 

 

4.4 Erosion 

For binary pictures, the mathematical definition of erosion is:  

• Assume that X is the set of Euclidean coordinates corresponding to the input binary image and K is the set of coordinates for the 

structuring element.  

• Let Kx be the translation of K with x as the origin.  

• The set of all points x such that Kx is a subset of X is therefore referred to as the erosion of X by K.  

 

I ⊖ H ≡ {p ∈ Z 2 | (p+q) ∈ I, for every q ∈ H}                      (3)  

(I ⊖ H)(u,v) = min (i,j) ∈H { I(u+i, v+j) – H(I,j)}                  (4) 

 

 

Fig.9. Camera contents after masking. 
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4.5 Weights and Models 

A ".yaml" extension format file must be used to configure the framework's labeled dataset, which can then be used to append the 

text label to the algorithm. Once the YAML file is configured, PyTorch is used to train the given dataset using GPU according to 

the epochs specified in the algorithm for training, and with the test dataset, the trained model is tested after completion, predicting 

the objects in the test image. Once the objects are predicted the model is compressed into the YOLO model format which is 

configured using the pre-trained model that is using the dataset model. After that, the model file, along with the associated test result 

plotted in graphs and texts, is saved in the output folder, where the model can be evaluated and tested by employing it in a detection 

method. 

 

Fig.10. Content diagram of the YOLOv5 methodology 

 

 

4.6 Results and Performance Analysis 

The camera is accessed using the OpenCV library. The model is applied to each individual frame obtained from the live feed. The 

movements of the object are simultaneously tracked and projected onto the paint interface. 

 

 

Fig.11 Tracking of the blue object 

 

 

 

 

 

Fig.12. Traced output on the paint interface. 
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mAP, Precision, and Recall are the three terms used to evaluate YOLO's performance. The mAP is a metric that combines recall 

and precision to detect object correctness. It is derived using the average precision value for recall values ranging from 0 to 1 and 

IOU (intersection over union) values ranging from 0.5 to 0.95. 

𝐴𝑃=Σ𝑃𝑟𝑅𝑟=1𝑅 (5) 

𝑚𝐴𝑃=1𝑁𝛴𝐴𝑃𝑘 (6) 

Precision refers to the accuracy with which objects are predicted. Precision refers to how well the model predicts the positive class. 

Precision= 𝑇𝑃 / ( 𝑇𝑃 + 𝐹𝑃 ) (7) 

The recall determines how well the objects or classes are recognized. In other words, recall or sensitivity determines the percentage 

of true positives that are accurately identified. 

Recall = 𝑇𝑃/ ( 𝑇𝑃 + 𝐹𝑁 ) (8) 

Intersection Over Union is the term for IoU. IoU is used to determine the distance between two picture boundaries in order to see 

if they have overlapped and, if so, at what pace. In order to determine if the detection was truly positive or false positive, we will 

set an IoU threshold (say, 0.5 in our context). 

IoU = 𝐴𝑟𝑒𝑎 𝑜𝑓 𝑂𝑣𝑒𝑟𝑙𝑎𝑝 / 𝐴𝑟𝑒𝑎 𝑜𝑓 𝑈𝑛𝑖𝑜𝑛 (9) 

 

                  Fig.13. Performance graphs of the model                                  Fig.14. Performance graphs of the model (contd.) 
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