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Abstract— Today's age put a significant amount of emphasis on 

monitoring systems. It has received a lot of research recently due to its 
connection to picture understanding and video analysis. More effective 

tools that can extract high information content are introduced into the 

system when artificial intelligence, deep learning, and machine learning 

are integrated to address the issues with standard style. Most anomaly 
detection tools focus on indoor surveillance and activity monitoring, 

which help identify abnormal behavior by watching the live stream 

footage. The most important of them all is the detection of human nature. 

It is the most strange behavior, which makes it difficult to assess whether 
it is normal or suspicious. This study demonstrates how in-depth learning 

can be used to spot odd behaviour on college or high school campuses. 

Employing consecutive camera frames obtained from a video, the 

monitoring is done. We will use our model to find the abnormal 
behaviour in the extracted camera frames. As soon as an anomaly is 

found, the stream is saved, alerting the relevant people. Therefore, we 

only need to save the portion of the video where the anomaly is occurring, 

rather than recording the entire feed. The system is composed of two 
parts. In the first section, features will be computed from the live video 

stream, and the classifier will use those features to forecast the anomaly 

in the second section. The proposed system can recognize the anomalies 

with a loss of 4.795. 

Keywords— LSTM, CNN, Autoencoders, Reconstruction error, 

Regularity Score 

 

 

I. INTRODUCTION 
As of 2016, there were over 350 million surveillance cameras in 

use worldwide. According to estimates, this number will increase 

to close to 1 billion by 2021. The repetitive and mistake nature of 

all other tiny and simple surveillance systems requires human staff 

to regularly examine a large number of feeds or camera footage. 

In comparison, some developed countries deploy sophisticated 

surveillance methods including huge camera networks and 

artificial intelligence systems. These camera feeds might possibly 

be automatically examined, which might reduce 

 

 

as well as reduce the reliance on people to repair errors made by 

these systems. The object of this project is to create a robust, 

living person surveillance system for a campus that can identify 

unusual behavior there and notify the relevant people. 

There are numerous uses for behavioural detection [1], particularly 

in indoor and outdoor environments. As security cameras grow 

more prevalent, e-surveillance rises to importance in modern India. 

Effective monitoring, cost-effectiveness, and a reduced in need of 

people are some of its advantages. Humans now perform 

monitoring, which requires a significant amount of time and storage 

areas for the video. Automation in video surveillance offers a 

solution to this issue [2]. Only when the anomaly is detected will 

the video start to be recorded and saved to the database. The issue 

of space and staff needs is addressed in this way. In fact, it makes 

it simpler to locate the exact event rather than having to view all of 

the camera footage. 

The objectives are : 

● • Developing a model with multiple [3, 4, 5, 6] 

convolutional, LSTM layers to track human 

activity on campus and detect any suspicious 

activity, such as drinking, smoking, or fighting, 

and to send out alerts when it occurs. 

● Model training using [7, 8, 9] LSTM [11] 

architectural style deep learning networks. 

● In the event that the model detects any suspicious 

activity, setting up an alert system [12] utilising an 

ESP32 microcontroller. 

After a thorough Literature Review and assessment of the research 

gaps, the paper then goes on to describe the approach employed 

by us to carry out the aforementioned task of identifying 

suspicious human behaviour. Each strategy in the process, which 

employs both a supervised and an unsupervised approach, uses a 

different dataset. The created model's results are then given, as 

well as any outcome variables. 

discussions, which also include new footage from training sets and 

model accuracy results. The authors conclude with a section that 
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gives a summary of the paper and ends with references. 

 
II. LITERATURE REVIEW 

Various problem statements, such bank frauds, [13] video 

surveillance, etc., can be used to detect the anomaly. The define 

objectives of this essay is video surveillance anomaly detection. 

Considering certain papers from more recent years for our 

literature review, there have been various studies about detecting 

anomalies in [14] CCTV videos. 

In 2002 [15], a novel research was published in which the 

researchers provided a model that differentiated between normal 

and anomalous behavior in order to detect all normal activities 

and then detect abnormalities in video surveillance. They did this 

using the Hidden Markov Model. The same kind of process is 

used in this paper, however different techniques are used. 

An innovative approach for training the framework to identify 

movement patterns and object sizes in static video surveillance 

was presented in 2008 [16] by a team of researchers. The novel 

approach involves the modelling of object speed and size to pixel 

level probability density functions (pdfs), which is used for 

modelling past data. Using a multivariate Gaussian mixture 

model, the pdfs of motion of the item at that location are 

modelled. After the implementation of this tracking technique, 

each GMM learns to use an EM-based approach using the output 

of the teaching method (unsupervised learning). To solve the 

limitations of the bulk of object path modelling methods, they 

develop this pdf technique. 

The same year, [17] another paper was published in which the 

author offers an unsupervised technique for clustering normal 

vessel traffic patterns and applies it to the detection of 

abnormalities in sea surveillance. The Expectation-Maximization 

(EM) algorithm is utilised for clustering, and, similar to earlier 

research in GMM. Real maritime traffic videos are included in the 

training dataset. A more complex model for complex object 

detection has not yet been proposed, but his suggested model has 

the capability to recognize moving objects in other domains too 

though. 

A novel approach [18] was tried to introduce in 2010, and it is 

divided into three parts: a dense motion field and motion statistics 

method in the first part, an SVM classifier for one-class 

classification in the second part, and PCA (principal component 

analysis) in the third part for feature dimensionality reduction in 

the last part. Their major goal is to take a surveillance video, 

reduce the dimensionality of its features, and then use SVM to 

predict the class of the video. Researchers say that this method 

has very low false alarm rates when it comes to detecting 

surveillance anomalies, and it also works admirably in complex 

situations where the bulk of tracking and detection modules fail. 

Further research in this area brought us to a 2012 work 

[19] that presented a review paper that gave an overview 

from several recent research

approaches for automated surveillance's problem of 

anomaly detection. Their main plan percent yield raw 

information from various sensors and submitting it to a 

feature extractor (low-level feature extractor). Following 

all of this preprocessing, they utilise three distinct 

techniques to find anomalous behavior in videos: I 

supervised approach; (ii) unsupervised approach; and (iii) 

use of a prior model. 

When it comes to this specific topic, LSTMs are the 

researchers' first choice [20]. In 2016, another study was 

released in which the researchers used the LSTM, but this 

time, they did so in the form of multi-scale, which 

generated more accuracy than any conventional machine 

learning models. This model has been able to achieve the 

best accuracy potential of 99.5%. 

[22] Now, have a look at some recent studies. [21] In 2018, 

research was published that offered an alternative to 

annotating films. They used multiple instances learning 

(MIL) to automatically discover how to forecast high 

anomaly detection accuracy scores.They thought of the 

films as bags, with normal videos acting as one bag and 

anomalous videos as another. Along with their research, 

they also generated a sizable dataset with 128 hours of 

films and 13 activities that can be categorized as 

abnormalities, such as mishaps, break-ins, and so forth. 
[23] In 2019, a study based on  coding was printed. For  

results, many different techniques have been used, such 

as parallel computing, and a new algorithm known as 

ISTA (Iterative hard-thresholding algorithm) was 

developed for learning sparse representation and 

reference books. This sparse coding-based anomaly 

detection also used the LSTM model. 

[23] A paper describing a hybrid approach that utilizes a 

pre-trained CNN model and a bi-directional LSTM model 

was published in 2020. The CNN model extracts 

information from both space and time, and the Bi-LSTM 

model is used to spot persistent aberrant behaviour. The 

most recent findings revealed an increase in accuracy of 

3.41% and 8.09%.  

[24] All of the above studies show various 

approaches for anomaly detection. It is discovered 

that there is a novel method in which it is impossible 

to annotate the film clips, and many studies consist 

of more techniques, which are capable of producing 

superior results than the conventional techniques. 

The study starts with deep learning methods but tries 

to include other methods and ensemble them to 

create better results. The paper tries to include as 

many things as possible for a better end. 

 

2.1 Research Gaps 

As you can see, recent research articles are taken into consideration. 

After carefully reading each one, it is found that the majority of 

studies only consider the unsupervised approach, and that there are 

very few studies that consider the supervised strategy. Furthermore, 

[24] 1-2 papers on supervised approaches were found, but they can 

only do one-class classification, in comparison to unsupervised 

approaches, which can do multi-class classification.

http://www.ijnrd.org/


 © 2023 IJNRD | Volume 8, Issue 6 June 2023 | ISSN: 2456-4184 | IJNRD.ORG 

IJNRD2306358 International Journal of Novel Research and Development (www.ijnrd.org)  
 

d568 

 

III. METHODS 
In our proposed system, the video from the CCTV cameras placed 

around the school is utilised. Our model examines the video, detects 

abnormalities, forecasts them, and generates the message in 

response. Three elements balance out the methodology: Perception: 

To ensure that the campus is completely covered and that the 

models have a constant supply of data to process, regular wireless 

cameras have been put around [25]. These cameras use radio waves 

to wirelessly deliver video feeds. Transmission: A wireless local 

area network [26] can be erected over the campus's wired network 

to enable the reception of the video signals sent by the wireless 

cameras. 

These video signals are processed, and the frames of the video are 

temporarily held for the processing layers to work on it before being 

saved or discarded based on the nature of the processing's output. 

Processing: These models' output show whether the footage 

contains abnormal behavior or activities. The authority is either 

alerted or not, depending on the prediction. 
 

 
Fig 1. Methodology 

These models are made using a variety of techniques, 

including  Convolution, Carpooling, Input, Flatten, and Dense 

layers make up our model's layers, each of which carries out a 

distinct function from the others. Both direct and indirect 

combination enables between each layer. rely and SoftMax 

activation functions with a dropout rate of 0.5 are also included in 

the model. Finally, Adam optimizer with learning rate of 0.01 and 

categorical cross-entropy loss function are utilised in its 

development. The layers that are present and how they relate to one 

another are shown in Figure 1. 
 

3.1 Dataset 

 

The UCSD anomaly dataset [27, 28] will be utilized. The clips were 

taken with such a stationary camera that recorded 200 frames of a 

pedestrian walkway. Bikers, skateboarders, carts, and people 

walking in the grass around it are frequent anomalies seen in these 

movies. When seen, these oddities happened that way. The dataset 

was divided into two sets, each reflecting a different scene. These 

video frames are divided into 10-second  temporal sequences, then 

the images are scaled to 256x256. 

The Autoencoders use these already processed images as inputs as 

they attempt to reconstruct [29] these sequences and update 

themselves accordingly.

 

 
 

Fig 2. Information about the relationships between 

the model layers. 

Below is figure 2, which represents how the training took 

place. 

 

 

Fig 3. Algorithm applied for the training 
 

3.2 Alarm System 

 

The ESP32 microcontroller is being used to build an alarm system. 

A piezo buzzer on it may produce standard beeps and tones. A 

MOSFET swap siren with a high wattage can be utilised if a loud 

alarm is necessary. For the ESP32 and Python script to 

communicate, socket communication is necessary. It is simple to 

implement if Python's socket module is used. For this to work, the 

ESP32 has to be aware of the IP address of the machine and the 

port number of the socket it created in Python. 
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Fig 4: Socket Communication FlowChart 

 

 
Because the alarm requires a working 24/7 Wi-Fi connection to 

receive the data and trigger the alert, FreeRTOS is used to build a 

task on the ESP32 that checks the Wi-Fi connection every 10 

seconds. The FreeRTOS operating system kernel is part of the 

Espressif Internet Development Framework (ESP-IDF), which is 

usually used to build the ESP32 microcontroller. 
 

Fig 5: FlowChart of FreeRTOS task 
 

3.3 Future Scope 

3.3.1 Supervised approach 

This approach classifies the anomaly (if present) into one of these 

3 categories: 

1. Assault 

2. Using Mobile Phones 

3. Firearms 
 

3.3.2 Dataset 

We used the KTH dataset [30], a well used action recognition 

dataset, for supervised learning. Running, walking, hand-waving, 

clapping, jogging, and boxing are six of the human movements 

included in this dataset. In addition to jogging and boxing, other 

activities are employed to prepare the model for routine or low-

risk tasks. 

 

The above tasks were carried out by 25 subjects in 4 scenarios: 

outdoors, outside with scale variation, inside, as well as outside 

with various clothes. There are currently 600 films in total, each 

of which was recorded at a frame rate of 25. We will employ the 

CAVIAR [31] dataset to train the model for questionable activity. 

The recorded movies were shot in a Lisbon retail area and the 

INRIA Labs' lobby entrance. Each movie has a 384x288 pixel 

resolution and 25 frames per second. Each video has a file size of 

between 6 and 12 MB, with a couple reaching 21 MB. Following 

the gathering of video data, each movie is preprocessed by 

splitting it into 7000 individual image frames. The OpenCV 

package was used to resize these photos to 224x224x3 pixels.

The figure illustrates the commonly used deep network model 

VGG16 [32]. The network consists of sixteen layers in total, with 

3x3 and 1x1 convolutional layers with ReLu activation, 2x2 max 

pooling, and 3 fully connected layers with 4096, 4096, and 1000 

units each. The fully connected layers are not used for feature 

extraction; rather, pre-trained convolutional and max-pooling 

layers are employed. After being extracted, the features are fed 

into LSTM [33] networks, which are Utilise with capacity to 

recall information and identify patterns. 
 

 

Fig 5. The workflow in Supervised and Unsupervised 
 

3.3.3 Unsupervised approach 

Since abnormal events are so rare and varied, supervised learning 

often leads to biassed models and poor outcomes. Realistic 

outcomes are achieved when unsupervised or semi-supervised 

learning is used to unlabeled photos. One of the many 

unsupervised learning methods used to identify regularities and 

patterns in the input data is autoencoding. 
IV. RESULT & DISCUSSION 

This article utilizes the [34, 35, 36, 37] technique. 

Convolutional LSTM (38, 39, 40, 41) Using an 

autoencoder model on the UCSD anomaly dataset, we 

trained the model with three epochs, each of which 

contains fifty sub-steps, and four batch. The method we 

used is unsupervised; we did not use supervised methods 

because these require labelled data, and gathering labelled 

data for anomaly is challenging because these activities 

are exceptionally rare, have a wide variety of types, and 

will require a lot more time to label. These are the 

significant obstacles to the use of supervised approaches. 

Unsupervised and semi-supervised techniques can also be 

used, but they only need video evidence of anomalous 

activities that is readily available in the real world.
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The primary tactic emphasizes on the reconstruction error; to use 

this strategy, we train the autoencoder first, which will allow it to 

rebuild only regular videos with minimum errors. Figure 6 is 

shown below, and it offers a thorough description of the algorithm 

accountable for the reconstruction error. 

Fig 6. Algorithm explaining the concept of Reconstruction 

error 

Using the L2 Norm, the reconstruction error of a pixel's intensity 

value I at the coordinates (x,y) in frame t of video: 

(1) 

 

Here, fw is the learned LSTM convolutional encode, the 
reconstruction error of frame t is calculated by summing up all 
the pixel’s error: 

 

(2) 
 

Let’s suppose we have to find out reconstruction cost which is 

starting at t can be calculated as: 

 

 
 

Fig 7. Clips from the training set 
 

The autoencoder is composed of an encoder and a decoder. The 

encoder accepts the input video as a series of frames, and it is 

comprised of two elements: a spatial encoder for features and a 

temporal encoder for motion. 

 

For the purpose of obtaining the results, the model is applied to a 

test set in which a video is selected for the model's testing and each 

clip of that video is then converted into tensors, which reflect the 

activity happening in the testing video. The current activity is 

represented by tensors in Figure 8 below with regard to time.

 

 
(3) 

Now, the abnormality score is calculated: 

 

 

(4) 
 

After this regularity score is calculated for the plotting of graph 

and finding the abnormal events: 
 

(5) 

To guarantee that the input photos have the same resolution as the 

video frames, each video frame is resized to 256x256 by dividing 

the pixel size between 0 and 1. After training is complete, the by 

some 4.795 and the validation loss equals 4.7935. Figure 7 is a 

sample clip from the dataset that is given.

 
Fig 8. Representation of activities in the form of 

tensors, the x-axis is the time and y-axis are 

tensors 
 

As a result of completely connected LSTM layers' inability to 

maintain their data due to their entire connections, convolutional 

LSTM is used in this model in place of fully connected LSTM 

layers. 

 

Now, using the regularity score, an anomaly is found. Figure 9 

below is an example of an anomaly that was found using the 

regularity rating of just one test video. 
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Fig 9. Detection of Abnormal activity through regularity 

score 
 

In this chart, a high regularity scores indicate that there are no 

aberrant or anomalous responses in the frame at that time, while a 

low regularity score means there seem to be anomalous or 

abnormal tendencies in the frame at that time. 

 
V. CONCLUSION 

This study's main goal is to identify any anomalies that may be 

occurring in the real world. Convolutional LSTM autoencoders 

model is an unsupervised method that we used to achieve this. 

Finally, we discovered a technique in autoencoders called 

regularity score that modifies along with the behaviour of the 

particular scene or video. The suggested study will be used for 

academic purposes in order to spot any anomalies occurring in the 

academic setting. 

 

This paper reports the successful application of anomaly detection 

on the UCSD anomaly detection dataset with a loss of about 4.7. 

This study will make it easier to spot other anomalies in our 

surroundings. 
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