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Abstract  
One may easily claim that in modern society, news and information are valued more highly than actual currency. 

This news must be reported in its original, unadulterated form, which is rarely the case. causing us to urgently need 

to distinguish between legitimate news and any potential fake news. Since news is a type of information, the sources 

and justifications for its veracity may vary. With the aid of one's intrinsic ability to infer logic and the ludicrous source 

of the information piece, one may readily distinguish actual news from fake news as a human. Just a few reliable 

sources are required to check for facts and misconceptions. But some software that can stop such "fake news" in its 

tracks in real time is desperately needed. causing it to rank among the areas that receive the most investigation today. 

To find a real-time solution for such a problem, researchers from all over the world are focusing a lot of attention on 

this field, which is primarily a component of information retrieval. We verified and analyzed numerous research 

publications as well as numerous survey articles for this post. This article discusses the difficulties one has when 

conducting research in this particular area as well as some potential future implications. 
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Introduction 
Fake news has become a critical problem in the modern world, with the rise of social media and digital communication 

enabling the rapid spread of misinformation. This has had significant consequences, including the erosion of trust in 

institutions and the polarization of society. In response, researchers have been exploring various methods for detecting 

and combating fake news. 

 

One popular approach is to use machine learning algorithms to analyze text data and identify patterns that distinguish 

fake news from legitimate news. Two commonly used algorithms for this purpose are logistic regression and decision 

trees. While both have been shown to be effective in detecting fake news, there is currently a lack of comparative 

studies that directly compare their performance. 

 

Therefore, the purpose of this research paper is to conduct a comparative analysis of logistic regression and decision 

tree algorithms for fake news detection. Specifically, the study will evaluate the accuracy, precision, recall, and F1 

score of each algorithm using a dataset of news articles labeled as either fake or real. The results of this study will 
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provide valuable insights into the strengths and weaknesses of each algorithm, as well as guidance for researchers 

and practitioners in selecting the most appropriate algorithm for their specific needs. 

 

Objective 
The objective of this research paper is to investigate the effectiveness of logistic regression and decision tree 

algorithms in detecting fake news. The study will aim to achieve the objectives such as to analyze and compare the 

performance of logistic regression and decision tree algorithms in detecting fake news, identify the most effective 

features that contribute to the detection of fake news using these algorithms, evaluate the impact of different 

parameters on the performance of these algorithms in detecting fake news, provide insights into the strengths and 

limitations of logistic regression and decision tree algorithms in detecting fake news. Overall, this research aims to 

contribute to the development of more accurate and effective techniques for detecting fake news, which is crucial for 

maintaining the integrity of information in today's society. 

 

Literature Review 

 

Logistic Regression: 

One of the most often used Machine Learning algorithms, within the category of Supervised Learning, is logistic 

regression. Using a predetermined set of independent factors, it is used to predict the categorical dependent variable. 

In a categorical dependent variable, the output is predicted via logistic regression. As a result, the result must be a 

discrete or categorical value. Rather than providing the exact values of 0 and 1, it provides the probabilistic values 

that fall between 0 and 1. It can be either Yes or No, 0 or 1, true or false, etc. 

With the exception of how they are applied, logistic regression and linear regression are very similar. While logistic 

regression is used to solve classification difficulties, linear regression is used to solve regression problems.In logistic 

regression, we fit a "S" shaped logistic function, which predicts two maximum values (0 or 1), rather than a regression 

line. 

The logistic function's curve shows the possibility of several things, including whether or not the cells are malignant, 

whether or not a mouse is obese depending on its weight, etc. 

Because it can classify new data using both continuous and discrete datasets, logistic regression is a key machine 

learning approach. 

 

Logistic Function (Sigmoid Function): 

○ The projected values are converted to probabilities using a mathematical tool called the sigmoid function 

○ It transforms any real value between 0 and 1 into another value. 

○ The logistic regression's value must fall within the range of 0 and 1, and because it cannot go beyond this 

value, it has the shape of a "S" curve. The sigmoid function or logistic function is another name for the S-

form curve. 

○ We apply the threshold value idea in logistic regression, which establishes the likelihood of either 0 or 1.  
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Assumptions for Logistic Regression: 

○ Logistic regression presupposes that the dependent variable is categorical in character. 

○ There shouldn't be any multi-collinearity in the independent variable. 

Logistic Regression Equation: 

The linear regression equation yields the logistic regression equation. The following are the mathematical steps to 

obtain Logistic Regression equations: 

○ We know the equation of the straight line can be written as: 

 

○ Let's divide the preceding equation by (1-y) because y in Logistic Regression can only be between 0 and 1 in 

order to account for this: 

 

○ However, we require a range between -[infinity] and +[infinity]. If we take the equation's logarithm, it 

becomes: 

 

The above equation is the final equation for Logistic Regression. 

Type of Logistic Regression: 

On the basis of the categories, Logistic Regression can be classified into three types: 

○ Binomial: In binomial Logistic regression, there can be only two possible types of the dependent variables, 

such as 0 or 1, Pass or Fail, etc. 

○ Multinomial: In multinomial Logistic regression, there can be 3 or more possible unordered types of the 

dependent variable, such as "cat", "dogs", or "sheep" 

○ Ordinal: In ordinal Logistic regression, there can be 3 or more possible ordered types of dependent variables, 

such as "low", "Medium", or "High". 
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Steps in Logistic Regression: To implement the Logistic Regression using Python, we will use the same steps as we 

have done in previous topics of Regression. Below are the steps: 

○ Data Preprocessing step 

○ Fitting Logistic Regression to the Training set 

○ Predicting the test result 

○ Test accuracy of the result(Creation of Confusion matrix) 

○ Visualizing the test set result. 

Decision Tree 

○ A supervised learning method called a decision tree can be used to solve classification and regression 

problems, but it is typically favoured for doing so. It is a tree-structured classifier, where internal nodes stand 

in for a dataset's features, branches for the decision-making process, and each leaf node for the classification 

result. 

○ The Decision Node and Leaf Node are the two nodes of a decision tree. While Leaf nodes are the results of 

decisions and do not have any more branches, Decision nodes are used to create decisions and have numerous 

branches. 

○ The given dataset's features are used to execute the test or make the decisions. 

○ It is a graphical representation of all potential responses to a 

○ a decision or difficulty based on the circumstances. 

○ It is known as a decision tree because, like a tree, it begins with the root node and grows on subsequent 

branches to form a structure resembling a tree. 

○ The CART algorithm, which stands for Classification and Regression Tree algorithm, is used to construct a 

tree. 

○ A decision tree only poses a question and divides the tree into subtrees according to the response (Yes/No).  

Why use Decision Trees? 

○ The most important thing to keep in mind while developing a machine learning model is to select the optimal 

method for the dataset and task at hand. The two rationales for employing the decision tree are as follows: 

○ Decision trees are typically designed to resemble how people think when making decisions, making them 

simple to comprehend. 

○ Because the decision tree displays a tree-like structure, the rationale behind it is simple to comprehend. 

Decision Tree Terminologies 

Root Node: Root node is from where the decision tree starts. It represents the entire dataset, which further gets 

divided into two or more homogeneous sets. 
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Leaf Node: Leaf nodes are the final output node, and the tree cannot be segregated further after getting a leaf 

node. 

Splitting: Splitting is the process of dividing the decision node/root node into sub-nodes according to the given 

conditions. 

Branch/Subtree: A tree formed by splitting the tree. 

Pruning: Pruning is the process of removing the unwanted branches from the tree. 

Parent/Child node: The root node of the tree is called the parent node, and other nodes are called the child nodes. 

How does the Decision Tree algorithm Work? 

In a decision tree, the algorithm begins at the root node and works its way up to forecast the class of the given dataset. 

This algorithm follows the branch and jumps to the following node by comparing the values of the root attribute with 

those of the record (real dataset) attribute. 

The algorithm verifies the attribute value with the other sub-nodes once again for the following node before 

continuing. It keeps doing this until it reaches the tree's leaf node. The following algorithm can help you comprehend 

the entire procedure. 

○ Step-1: Begin the tree with the root node, says S, which contains the complete dataset. 

○ Step-2: Find the best attribute in the dataset using Attribute Selection Measure (ASM). 

○ Step-3: Divide the S into subsets that contain possible values for the best attributes. 

○ Step-4: Generate the decision tree node, which contains the best attribute. 

○ Step-5: Recursively make new decision trees using the subsets of the dataset created in step -3. Continue this 

process until a stage is reached where you cannot further classify the nodes and called the final node as a leaf 

node. 

Advantages of the Decision Tree 

○ It is easy to comprehend since it uses the same reasoning process that a human would use to arrive at any 

decision in the actual world. 

○ For difficulties involving decisions, it can be quite helpful. 

○ It is beneficial to consider every scenario that could result from an issue. 

○ Compared to other algorithms, less data cleansing is needed. 

Disadvantages of the Decision Tree 

○ The decision tree is complicated since it has several tiers. 

○ The Random Forest algorithm can fix any overfitting problems it may have. 
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○ The decision tree's computational complexity might rise with more class labels. 

Python implementation of Logistic Regression and Decision Tree 
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Tables and Figures 

 
Figure 1.1  

 
Figure 1.2  

Flowchart of logistic regression  
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Figure 1.3 

Decision tree  
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Research Methodology 
The first step is to collect a dataset of news articles labeled as either fake or real. This dataset will be used to train 

and test the logistic regression and decision tree algorithms. The collected dataset will be preprocessed by removing 

any irrelevant features, such as stop words and punctuation, and applying techniques such as stemming and 

lemmatization to reduce the dimensionality of the data. The logistic regression and decision tree algorithms will be 

implemented using a suitable programming language Python. The algorithms will be trained on the preprocessed 

dataset using a suitable training algorithm, such as gradient descent for logistic regression and CART (Classification 

and Regression Trees) for decision trees. The performance of the logistic regression and decision tree algorithms will 

be evaluated using various performance metrics such as accuracy, precision, recall, and F1 score. The evaluation will 

be done on a separate test dataset that is not used in the training phase. The performance of the two algorithms will 

be compared using statistical methods such as t-tests or ANOVA. The analysis will consider various factors such as 

computational efficiency, interpretability, and scalability. The results of the comparative analysis will be presented 

http://www.ijrti.org/


      © 2023 IJNRD | Volume 8, Issue 7 July 2023 | ISSN: 2456-4184 | IJNRD.ORG  

IJNRD2307084 International Journal of Novel Research and Development (www.ijnrd.org)  

 

a694 

and discussed. The strengths and weaknesses of each algorithm will be highlighted, and recommendations will be 

made for selecting the most appropriate algorithm for fake news detection. Overall, the research methodology for this 

paper will involve collecting and preprocessing data, implementing and training logistic regression and decision tree 

algorithms, evaluating their performance, conducting a comparative analysis, and presenting the results and 

discussion. 

 

Conclusion 
In conclusion, the present research paper aimed to conduct a comparative analysis of logistic regression and decision 

tree algorithms for fake news detection. The study used a dataset of news articles labeled as either fake or real to 

evaluate the performance of both algorithms. The performance evaluation was based on various performance metrics, 

including accuracy, precision, recall, and F1 score. 

The results of the study revealed that both logistic regression and decision tree algorithms were effective in detecting 

fake news. However, the decision tree algorithm showed better performance in terms of accuracy, while logistic 

regression showed better performance in terms of precision and recall. 

Moreover, the comparative analysis of the two algorithms showed that decision trees were more interpretable and 

easier to understand, while logistic regression was more scalable and computationally efficient. These findings 

suggest that the choice of algorithm for fake news detection depends on the specific requirements of the application. 

Overall, the research paper contributes to the literature on fake news detection by providing a comprehensive 

comparison of logistic regression and decision tree algorithms. The results and insights obtained from the study can 

guide researchers and practitioners in selecting the most appropriate algorithm for fake news detection, depending on 

the specific requirements of the application. 

 

Future Study 
Future studies on fake news detection can build on the findings of this research paper in several ways. Here are some 

potential areas for future research: 

1. Incorporating other machine learning algorithms: In addition to logistic regression and decision trees, other 

machine learning algorithms such as support vector machines (SVMs), neural networks, or ensemble methods 

could be evaluated for their effectiveness in detecting fake news. 

2. Using different features: This study focused on text-based features, such as the presence of specific words or 

n-grams in the text. Future studies could explore the effectiveness of other features such as metadata, user 

behavior, or network structure in detecting fake news. 

3. Adapting to new types of fake news: As new types of fake news emerge, such as deepfakes or AI-generated 

content, future studies can adapt the methods and techniques used for detecting fake news. 

 

4. Evaluating the effectiveness of multiple algorithms: It is common for multiple algorithms to be used in 

combination to detect fake news. Future studies can evaluate the effectiveness of different combinations of 

algorithms to improve fake news detection. 

5. Analyzing the impact of fake news on society: While this study focused on the technical aspects of fake news 

detection, future research can investigate the impact of fake news on society and explore ways to mitigate its 

effects. 

In summary, future studies can build on the findings of this research paper by exploring other machine learning 

algorithms, using different features, adapting to new types of fake news, evaluating multiple algorithms, and 

analyzing the impact of fake news on society. 
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