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Abstract 

People are increasingly in need of medical treatment as human sub-health issues worsen. Doctors employ medical 

image analysis to intuitively get the morphological information of the diseased portion, allowing them to more 

accurately diagnose the disease in the face of an infinite stream of illnesses. The treatment of people's illnesses, as 

well as subsequent surveillance and recovery, depend on the analysis of medical pictures. As a result, it is important 

to keep up with the advancement and innovation in image processing. The current medical image processing 

technology still has issues, such as noise and low picture contrast, due to the ongoing rise in illnesses as well as 

technological innovation and progress. Artificial neural networks and fuzzy genetic clustering algorithms can be used 

to improve the precision and efficacy of image processing. In light of the aforementioned issues, data analysis and 

research on image processing techniques based on the fuzzy genetic clustering algorithm (FGCA) and artificial neural 

network (ANN) have been conducted for this study. According to the study's findings, the segmentation entropy is 

lowest (0.0885) and the FGCA segmentation coefficient is biggest (0.9756 and 0.9758, respectively), when there is 

no noise and 5% salt and pepper noise. The liver CT (Computed Tomography) image segmentation approach based 

on DeepLab V3+ has the greatest PA, Mlou value, and Dice coefficient, which are 88.8%, 95.9%, and 94.8%, 

respectively. This method has established the groundwork for the development and innovation of image processing 

techniques. 
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Introduction 

Computer technology has largely taken the role of manual examination of medical pictures in the area of medicine 

with the advent of computer vision and image processing technologies. Medical imaging is a branch of technology 

that takes pictures of human organs and tissues using non-invasive techniques.  

 

Fig.1: Computer vision theory 

It is simple to tell whether the tissues and organs have lesions by looking at the photos. The morphological information 

about the sick sections of the illness may be more intuitively obtained by using computer-assisted physicians to 

analyse medical photographs, which is convenient for doctors to make more accurate disease evaluations. The 

advancement of medical imaging technology has made it easier for doctors to diagnose patients' illnesses quickly and 

accurately. It has also significantly aided the advancement of medical research. However, during data collecting, 

medical impact equipment is accompanied by noise, which causes issues including low picture contrast and 

deteriorated imaging quality.  

It is difficult for doctors to diagnose patients using CT scans and other procedures, and it is difficult for patients to 

receive an early diagnosis and therapy. This research has explored image processing techniques based on FGCA and 

ANN in order to better comprehend and analyse them. 

People's needs for pictures are progressively growing as a result of technological advancement and demand. Many 

academics have explored image processing in recent years. The ratio of the width of the beak to the distance between 
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the eyes and the beak, along with image processing and support vector machine classification algorithms, has been 

presented by Chandra et al. as a method for classifying birds [1].  

 

A method for noisy colour picture segmentation and edge identification based on intuitionistic fuzzy hypergraphs has 

been suggested by Boutekkouk and Sahel [2]. Most e-commerce businesses use manual collection and payment 

procedures, which means they need more employees to increase their customer base. The correct image and pdf 

processing software can automate this procedure for more effective and economical outcomes. Arora's study has 

concentrated on automating the processes involved in processing invoices. 

 

Methods Based on FGCA and ANN 

Image segmentation, feature extraction, and object recognition are the three main goals of computer vision theory 

[11, 12]. Image segmentation is a crucial step in the processing of images, as seen in Figure 1. The practise of 

automatically extracting things of interest from photographs of diverse objects using various techniques is a crucial 

component of automatic image processing. The effectiveness of picture segmentation affects subsequent image 

processing techniques. As a result, picture segmentation influences whether image analysis is ultimately successful 

or not [13].  

Fig.2: Algorithm flow. 
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FGCA 

Nowadays, there is a lot more data than people can possibly analyse directly. The volume of data in many different 

industries has increased quickly. It is crucial to leverage the processing capacity of the computer in conjunction with 

the statistical properties of cluster analysis to comprehend and better portray this information sets. In unsupervised 

classification, a small number of partitions are searched for and identified in order to execute the analytical 

interpretation of the data. Clustering or unsupervised learning are some names for this unsupervised categorization 

technique [1-6]. 

Clustering Algorithm 

The conventional FCM technique uses objective function optimisation to create unsupervised clusters. Currently, the 

FCM algorithm is one of the most efficient ways to segment images, but it also has several extremely noticeable 

flaws. It is simple to get stuck in a local optimum. The FCM technique is also vulnerable to noise since it only affects 

a single pixel, neglecting the impact of spatial neighborhood information [1=8]. 

 

 Fig.3: Single point crossover operation. 
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With its special global optimisation capability, GA is frequently employed in pattern recognition, function 

optimisation, and other domains. The local optimum issue may be successfully solved and the robustness of the 

technique is increased by the FCM algorithm, which is based on genetic optimisation [1-9]. 

FGCA is a fuzzy C-means clustering technique that has been enhanced using genetic programming. The GA method 

is used to first identify a group of cluster centres that are near to the global optimal value, and the resulting cluster 

centres are then utilised as the initial cluster centres of the FCM algorithm [2]. The local search capability of the FCM 

algorithm itself becomes advantageous since its value is quite near to the overall optimal solution. The ultimate global 

optimal solution may then be determined by simply locating the value that is closest to the cluster centre, successfully 

avoiding the flaw of slipping into the local optimal solution. 

First, floating-point coding is used to calculate the cluster centre, thereby reducing the complexity of the procedure. 

At the same time, the selection process uses the roulette selection approach to maintain as much diversity among the 

candidates as feasible. The population fitness function's value affects the crossover probability and mutation 

probability adaptively, which may effectively preserve the GA's flexibility. Moreover, the FCM algorithm that 

introduces spatial constraints has better robustness, which improves the image segmentation performance.  

ANN 

The area of deep learning has grown since the introduction of ANN. ANN links neurons in a certain way and mimics 

the neuronal movement trajectories of living things. It abstracts the incoming input and replicates the neural network's 

actual movement in human brains. A unique ANN network is the foundation of the convolutional neural network 

model. Convolution operations, convolution, pooling, batch normalization, activation functions, and fully connected 

layers distinguish it from other neural network models. Convolutional neural networks, which excel in processing 

massive amounts of visual data, are built around these components. 

 

Fig.5: Convolution calculation process. 
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Image Processing Experiments 

This research chooses the traditional Lena images and employs the FCM method, FGCA, and hybrid algorithm for 

simulation studies and comparisons in order to validate the performance of FGCA. The experimental setup includes 

a Windows 7 64-bit operating system, an Intel Core i5-3210M processor clocked at 2.50 GHz, 8.00 GB of RAM, and 

MATLAB2017b for programming. For segmentation studies, the following lena pictures with and without 5% salt 

and pepper noise were independently analysed. the outcomes of the trial. Segmentation entropy stands in for PC, the 

segmentation coefficient.. 

Conclusions 

This study examined FGCA and ANN-based image processing techniques, which can offer more precise and effective 

image processing techniques. In the low-dimensional space of the picture, traditional image segmentation algorithms 

can only calculate low-dimensional spatial information elements like colour, shape, and texture information. 

Additionally, manually designing features is required, and effectively segmenting lesions in CT images is 

challenging. Deep learning technology must thus be applied to the realm of medical pictures.  

Which, in addition to changing medical picture segmentation from typical manual segmentation to automatic 

segmentation, also somewhat raises the standard of medical care. For the creation of high-quality photographs, the 

application of FGCA reduces the impact of noise on image quality. But science and technology are always becoming 

better. In this work, the most cutting-edge technology is the sole one used to study image processing. It is hoped that 

advances in image processing techniques will continue to be made in the future. 
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