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Abstract: 
Automatic Recognition of Indian banknote 

recognition which is an important task for 

handling the usage of banknotes, the main 

research is to use different algorithms to get 

the accurate identification of banknotes. 

Though we have sensor based machines to 

detect the banknotes but the cost to build to 

machines is more and we may not get the 

perfect results to detect Indian banknote. 

These sensors capture the images through IR 

recognition in various wavelengths and apply 

image processing tools to identify the 

banknote. However, some people are doing 

fraud stating that there is loss in withdrawal 

money or deposited money in the banks. So, 

our main aim is to capture each and every 

banknote and detect it and count it when 

withdrawing or depositing banknotes. No 

sensor based machines are detecting the new 

banknotes which are the primary issue. 

Meanwhile, smart phones are trending 

nowadays and can be used for image capture. 

Analyzing these issues, we proposed a model 

to classify the different Indian banknotes 

based Deep Learning approach (CNN). 

Though, Machine Learning can extract the 

feature Indian banknotes but show less 

accuracy. In order to increase the accuracy 

with the help of Machine Learning and Deep 

Learning we classify the Indian banknotes. 
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Introduction: 

Though, in the recent days, the electronic 

online financial transactions taken place and 

the usage of paper money decreased but 

their importance is increased and circulating 

from person to person. The usage of paper 

money has its importance for street vendors, 

grocery ships, bank, pharmaceutical and 

respectively. But the problems involved in 

the automative bank note handling have 

some relevant problems, though its usage is 

more. Like to recognize the sizes of 

banknote, color of each banknote, 

denominations and type of bank note and 

counter fit detection. Even it also involved 

the serial number recognition which is 

recognized by electronic machines and 

image processing tools. Among these tasks 

the accuracy of recognition if Indian bank 

note through image processing tools is very 

less. But there is a situation that we are 

using the old Indian bank notes and new 

Indian bank notes which are differ in many 

patterns such as color , shape ,size , serial 

numbers and tangile marks and respectively. 

So for such type of situations image 

processing tools are not up to the mark. 

Even some are users are using the sensor 

based machines for detection but the cost to 

construct these machines are very high. The 

complexities that are involved in various 
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sensor detection machines include magnetic 

sensors, ultra violet sensors, and infrared 

sensors. But this is difficult to check by 

general users every time and they should an 

observer technician to check the full 

process.  

Day to day there is an improvement in the 

technologies but the users have not 

advanced to use that particular technology 

especially in bank (online transaction, 

money withdrawal machines, money deposit 

machines). Meanwhile the technologies are 

developing but the accuracy in detecting the 

bank notes has not increased. Also, the 

transactions are taking place the camera in 

the machines should capture the image of 

the banknote and detect it. By detecting the 

bank notes it can be folded, having tangile 

marks , distinguish the old and new bank 

notes, horizontal and vertical directions and 

in diagonal directions . 

To detect the banknote in all the above 

issues we are proposing the deep learning 

algorithm, this recognition is based on the 

images of the Indian bank notes captured 

through smart phone cameras under visible 

light condition. This study mainly aims to 

identify the Indian bank note that is in .png 

format placing a different orientation. 

The main structure of the paper is as 

follows. Section II gives out the work 

related to different countries bank note 

detection. Section III describes the 

architecture of the proposed model and in 

section IV we explain step to step 

implementation and expansion of proposed 

method. Section V describes the result of the 

experiment. Finally, Section VI and section 

VII described the conclusion and future 

scope. 

 

II Literature Review 

In [1] the authors described how to detect 

the banknote based on genetic algorithm 
under visible light. Hence, they have proven 

that under visible light we can recognize the 

banknotes. In [2] they proved how to extract 

the different features and shape analysis for 

different banknotes. Whereas, in [3] the used 

SVM to detect whether a banknote is old or 

new. This is very important in our study 

because Indian banknotes consist of old and 

new banknotes. Such that, our algorithm 

should detect both Indian old and new 

banknotes. In [4] they discussed different 

image processing tools  and sensors to detect 

the banknotes. Hence, we also extracted the 

disadvantages of these sensor based methods 

to detect banknotes. In [6] the entire paper 

given information about how to capture the 

images by UV and detected using image 

segmentation. Hence we listed few 

disadvantages by using multiple sensors and 

UV rays detection of notes.  

 

III Architecture and Contributions 

a. Architecture 

 
                                    Figure 1 

 

 

The above Figure 1 gives the detail 

architecture of our proposed model. Initially, 

we capture images of Indian bank note i.e., 

Rs. 10, Rs.20, Rs. 50, rs.100, Rs.200, 

Rs.500, Rs.1000, Rs. 2000 through smart 

phone camera. The Indian bank note images 

are captured at different orientations like 

horizontal direction, vertical direction, 

diagonal and folded ways. Then by 

collecting the differed bank notes we 

construct the dataset. Initially the data set is 

unstructured but by applying the 

preprocessing tools like data cleaning, data 

standardization, data normalization and 

removing outliers we convert into structured 

data. This dataset will be the inputs for 

CNN. In CNN approach both the 

classifications and future selection are done 

parallel to give the output. In CNN the 

classification mainly consists of 

http://www.ijrti.org/
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Convolutional layer, ReLU and Pooling 

layer whereas the future extraction mainly 

consists if flattened layer and fully 

connected layer. And finally, we classify the 

different Indian banknote and gives the 

output.

b. Contributions 

 

Category Method Advantages Disadvantages 

Sensor based method  Using IR rays 
and visible 

light and IR 

images are 

used for 

banknote 

detection 

 We can 
extract all the 

features 

related to 

security. 

 Cost is high to 
buy the sensor 

based 

detectors. 

 The is also 
complexity in 

the usage of 

these 

machines. 

Software method  Images are 
still captured 

through IR. 

 Used ML 
algorithms 

which does 

not give 

accurate 

results. 

 Only 
important 

F=features are 

extracted very 

easily 

compared to 

sensor based 

 Does not give 
accurate 

results. 

 PROPOSED 

METHOD 

 The Indian 
banknote 

images are 

captured 

through 

smartphone 

camera. 

 Used Deep 
learning 

approach to 

give more 

accuracy 

 All the 
features are 

extracted to 

give accurate 

output. 

 Time taken to 
detect is very 

less. 

 

 

IV Proposed Method 

a. Overview of Proposed method 

The figure 2 shows the entire procedure of 

our proposed method. The input we give is 

image of the bank note which is captured 

through a smart phone and cropped on the 

given bounding box. As we observe the 

input image the cropped mainly done at 

center areas of the banknote in 2 different 

sizes i.e., half of the input image and 2/3rd 

of the input image. These cropped images 

are sent to CNN for classification. The 

resolution 100*100 which is to be inputted 

for the classification in CNN. The output 

from the CNN classifier the input bank note 

into its labels (Rs. 10, Rs.20, Rs. 50, rs.100, 

Rs.200, Rs.500, Rs.1000, Rs. 2000). 

 
                              Figure 2 

http://www.ijrti.org/
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b. Machine Learning Analysis 

Machine learning mainly concentrate that 

the computer is capable to learn without any 

programming. We have different 

classification models to classify the labels 

based on the training. Machine learning 

mainly extract the pattern from the raw data 

by using different classification and 

clustering algorithm. The main aim of ML is 

that the system is to be learned from 

experience before going to the deep learning 

approach first we have to analyze our study 

through different classification techniques. 

Some of the techniques are Decision tree 

classifier, SVM, ANN, One-R, Zero-R, 

Logistic Regression, Naïve Based, K-

Nearest neighbor and respectively. But in 

machine Learning the classification and 

feature selection are not done at the same 

time and the accuracy is very low so that the 

classification doesn’t give the perfect results 

as shown in Figure 3 consists of different 

confusion matrix of classification 

algorithms. Hence in order to increase the 

accuracy we prefer Deep Learning approach. 

 
Figure 3 Confusion matrix of SVC, 

Gaussian Naïve Bayes, Decision Tree and 

kNeighbor classifiers 

c. Input Bank Note Image  

In our study we captured the images of 

Indian Banknote through smartphone 

camera which are held by hand, on table. 

We also place that bank note in different 

orientation like horizontal direction, vertical 

direction and diagonal direction. Even the 

half fold banknote images were captured 

through phone. We mainly extract the 

feature by capturing the banknote 

completely front side and complete backside 

as shown in the figure 4. When we capture 

the image of the banknote and set the 

bounding boxes mainly where we extract the 

feature and then crop the image based on the 

bounding box. This resultant image is then 

forwarded as the input to CNN. As shown in 

the figure, we can see the different 

alignment of Indian banknote (horizontal, 

vertical, diagonal). Then we crop the images 

we can include the background in the box on 

four corners. We can also remove the 

unwanted backgrounds mainly at the center 

of the image. We should make on note that, 

the current Indian banknote has different 

sizes, so we should set the bounding box 

sizes difference with respect to different 

bank note sizes. Thus, we provide these 

input images to the CNN model.  

http://www.ijrti.org/
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                  (a)                         (b)          

                                      

   
              (c)                            (d) 

             
                                 (e)                      

Figure 4 Examples of images captured 

(a) folded  (b)front side (c)vertical direction 

(d)front side new note (e) backside newnote 

d. CNN Model  

In our study we classify our banknote 

images into by using CNN. In our work 

AlexNet showed good performance in 

classifying the different Indian banknotes. In 

this study, we conduct the different 

experiments with our proposed model using 

the architecture as shown in the figure 5. IN 

order to classify the different Indian bank 

notes we should follow the following steps. 

1. Convolution 

2. ReLU 

3. Pooling 

4. Flattened layer 

5. Fully connected layer and Soft max 

 
 

 

                            Figure 5 CNN 

 

1. Convolution 

It is the first layer where we can extract the 

future from the input Indian banknote 

image. It preserves the input image in the 

form of pixel by using Small Square or 

matrices of input data. In this layer mainly 

we perform the operation which takes the 

input   

 

a. Image matrix  

b. Kernel 

Then after multiplying the image matrix and 

filter matrix, the resultant output matrix is 

called feature map. By applying the filter 

matrix, we can perform some certain 

operations on the input image such as 

blurring the image, sharpening the image, 

edge detection of image. The various filters 

are shown in the below figure 7. The output 

image is called Convolved Image. The entire 

process that performs these operations is 

called Convolution. The filter matrix is 

taken by the CNN itself we need not provide 

the filter matrix. Finally, the input i.e., 

provided by the data set to the CNN convert 

into the pixel value, and multiply with the 

filter matrix, which has set of ways, we 

apply the filter systematically to the input 

image to generated feature map as shown in 

figure 6. 

 
                                                 Figure 6 

Feature Map 

 

 
             Figure 7 Various Filter matrixes 
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2. ReLU  

ReLU is a non linear operation and its 

output is max (0, x). Once the feature map is 

obtained the non linear pixel values are 

converted to linear pixel values 

(nonnegative values) as shown in figure 8. 

Here, each pixel value is performed max (0, 

x) function to get non negative values. It is a 

transfer function where we can replace the 

negative values with positive values or zero. 

ƒ(x) = max(0,x) 

         Figure 8 ReLU Activation Function 

3. Pooling  

The main aim of pooling layer is to reduce 

the pixel value or pixel matrix when the 

taking input images is too large. Indirectly it 

reduces the dimensions of each feature map, 

but retains its original information. The 

pooling can be  

1. Max Pooling  

2. Avg Pooling 

 3. Sum Pooling 

 In max pooling the main function is takes 

the largest elements from the feature map, 

average pooling performs the average of all 

the element in the feature map and Sum 

Pooling performs the sum of all the values 

of the elements in feature map. In our 

proposed model since we are using AlexNet 

model it performs Max Pooling for all the 

large feature maps to 2*2 feature map 

matrix. 

 
                            Figure 9 Max Pooling 

 

4. Flattened layer  

Also called as FC layer. Here the matrix is 

converted into vector and forward it as input 

to the fully connected layer.  

5. Fully Connected Layer and Softmax 

All the Convolutional layers are finally 

connected to fully connected layer at the 

end. In AlexNet model there are 3 fully 

connected layers hence our study consists of 

3 fully connected layers. With the help of 

this layer, we combine all the features of the 

bank note together to create a model. 

Finally, we use soft max activation function 

to classify the Indian banknote as Rs. 10, 

Rs.20, Rs. 50, rs.100, Rs.200, Rs.500, 

Rs.1000, and Rs. 2000. 

 

V. Experimental Results 

a. Experimental Dataset 

The Indian banknote dataset is used for 

study consists of Eight Indian Bank Note. 

The total numbers of denominations are 

eight (Rs. 10, Rs.20, Rs. 50, rs.100, Rs.200, 

Rs.500, Rs.1000, Rs. 2000). They used 

scanner and camera on One Plus 6T and 

Vivo V15Pro smartphone to capture the 

images on both the sides of old and new 

Indian Bank Note. For captured images we 

used HP Color Laser Jet CP4525 printer to 

obtain color bank note images and then 

cropped to make banknote image, we hold 

the Indian banknote with our hands in 

different directions placing in front of 

Camera. Examples of captured images are 

shown in the figure 4. 

http://www.ijrti.org/
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b. Training and Testing for Indian 

banknote Classification 

Initially we perform cross-fold validation for 

training in CNN model. We divided the 

dataset into three parts randomly, two of 

which are used for training and remaining 

one for testing. The training and testing were 

conducted on a desktop computer having 

configuration: Intel(R) Core(TM) i3-6100U 

CPU @ 2.30GHz,2301 Mhz, 2 Core(s), 4 

Logical Processor(s). We use AlexNet as 

CNN architecture for training. We used 

image data generator for fitting the CNN to 

the images. The step by step training of the 

dataset is shown in figure . 

 Condition: Target_size = 
(100,100) 

 Batch_size = 32 

 Steps_for_epoch = 80 

 Epoch = 50 

 Validation_steps = 3 

 
                                                    (a) 

 

 

 
                                                (b) 
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                                                (c) 

 

 

Figure 9  All (a),(b),(c) shows the process of training the dataset  

 

 

c. Discussion 

Figure shows the correctly recognized 

Indian banknote images in the test dataset as 

in figure 10. The class label consists of Rs. 

10, Rs.20, Rs. 50, rs.100, Rs.200, Rs.500, 

Rs.1000, Rs. 2000. 

 
                        Figure 10 Results 

VI Conclusion 

We proposed a Indian banknote detection 

that uses a Convolutional Neural network 

and images of Indian banknote captured 

through camera under visible light. Our 

method classify Indian banknote into 8 

labels. The results showed a good 

performance with good accuracy.  

 

 

 

VII Future Scope 

Through our model we can create software 

with low cost for the banking sector. It 

capture the images when the people are 

depositing or withdrawing the currency 

notes from the machine. So that any frauds 

can be detected when a person conveys that 

he got incorrect number of banknotes. 

It can be also used for visually impaired 

people or color blinded people by inserting 

the sound function. 

We can easily classify the denominations of 

each note without any observer presence. 

This software can be easily inserted in the 

smartphone and easily we can detect the 

banknote for foreigners. 
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