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Abstract— We address the problems associated with 

information retrieval on the internet in our research, 

"Enhancing Information Retrieval Effectiveness through 

Dynamic Query Expansion and Personalization," where large 

volumes of data can result in inconsistencies between search 

queries and pertinent content. Using machine learning 

techniques such as BERT and KeyBERT for optimal feature 

selection and similarity for accurate document-query matching, 

we propose an intelligent, personalized web search system. We 

used an SVM model to classify user interests, integrated a 

feedback module for customization, and implemented this in 

Python. Our findings show notable gains in the efficacy of 

information retrieval, providing more focused and customized 

search results across the extensive web information space. 
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I. INTRODUCTION 

With the advent of the digital age, we now have access to an 

unprecedented amount of information at our fingertips. 

Nevertheless, this massive volume of data poses a challenge: 

how can we efficiently sort through this enormous array of 

options to find the information that is most relevant? Users 

can find the information they're looking for thanks to 

information retrieval systems, which serve as beacons in this 

enormous sea of data. The precision and recall of the user's 

queries determine how well these systems work. Even though 

conventional retrieval techniques work well, they frequently 

fall short in capturing the nuanced aspects of a user's intent, 

producing results that are not up to the same level. 

This paper will examine a novel approach called auto query 

expansion that can significantly boost the efficiency of your 

information retrieval system. We acknowledge that a user's 

query might not fully capture all of their information needs. 

Rather, our method makes use of the most recent 

advancements in natural language processing (NLP) to find 

and add pertinent terms and keywords to your initial query. 

This extension acts as a translator between the terminology 

used in the documents your user is looking for and their 

native tongue. The outcome? a more thorough search process 

that finds documents that conventional methods might miss 

otherwise. 

The significance of personalization is underscored by our 

suggested method, since every user is unique and their 

information needs vary with time. Relevance feedback is 

incorporated to create a continuous feedback loop between 

the user and the system. Throughout several interactions, this 

feedback loop respects search results by considering user 

preferences, behavior, and previous searches. In addition to 

increasing result accuracy, this human touch makes the user 

experience more pleasurable and fulfilling. 

In the following sections, we will go over the fundamental 

principles that underpin our methodology in detail. The 

methodology for automatic query expansion will be 

discussed, as well as how Natural Language Processing 

(NLP) techniques are used to understand user intent and 

intelligently expand queries. In addition, we will go over how 

relevance feedback is implemented in the system and how 

this feedback loop interacts with query expansion to create a 

sophisticated and dynamic retrieval process. 

To demonstrate the effectiveness of our methodology, we ran 

rigorous tests on real-world data sets. When compared to 

traditional information retrieval techniques, our approach 

results in significant improvements in search performance. 

This not only demonstrates our approach's technical 

proficiency, but also its potential to revolutionize the user 

experience when interacting with information retrieval 

systems. 
To summarize, this paper shows how advanced Natural 
Language Processing (NLP), dynamic query expansion, and 
personalized feedback can be used in the information 
retrieval space. The complex components of our approach 
will be revealed as we progress through the following 
sections, providing a fresh perspective on how information 
retrieval platforms can be improved to meet the ever-
changing requirements of users in the modern digital world. 

http://www.ijrti.org/
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II. LITERATURE SURVEY 

  We provide an overview of relevant studies and research in 
the field of query expansion and related areas in this section. 
The following summaries that follow highlight key insights 
and contributions from various authors: 

Almansour (Alroobaea) [1] has created a novel approach to 
query expansion that makes use of deep learning algorithms. 
Their system evaluates search queries and extracts relevant 
concepts using ontological data. Additionally, user 
customization is included to ensure consistent results. To that 
end, the authors tested several deep learning models, including 
LSTM (Leverage Stem Machine Tool), GRU (Gradient 
Reconnaissance Unit Uptake Unit Uptake Uptake), and Bi-
LISTM (Bi-LISTM). 

To improve information retrieval, Yue et al.[2] proposed a 
novel algorithm that combines query expansion and text 
classification. They attempted to address the impact of short 
search queries on search engine performance. They improved 
precision, speed, and efficiency over traditional vector space 
methods by using query expansion and classification methods. 

AbraQ2 is a modernized version of [3's] AbraQ automatic 
query expansion algorithm. This new iteration incorporates 
new algorithms for automated relevance decisions as well as 
a novel concept of aspect vocabulary construction. This new 
iteration, based on the AbraQ premise, includes pseudo-
relevant feedback to reduce user interaction while improving 
search results. 

[4] investigated query expansion techniques to improve 
document retrieval, including similarity thesaurus and local 
feedback methods. Their experiments on standardized test 
suites revealed that the effectiveness of these methods 
increased with the size of the collection and the number of 
additional search terms. 

[5] proposed a tailored web search methodology based on 
query expansion in a study. In order to maximize query 
expansion, the algorithm was designed to automatically learn 
user profiles. The study's findings suggested an improvement 
in search quality and that the approach could be applied to 
tailored web search scenarios. 

The [6] paper emphasized BERT's significant contribution to 
the development of Natural Language Processing (NLP) and 
its success in a variety of NLP tasks, as well as its role in text 
representation transformation. Furthermore, the research and 
development efforts surrounding BERT offer the potential for 
further advancements and applications in Machine 
Translation, Text Classification, and other areas. 

The paper by Y. Yuan, Y. Zhang, and C. Xing [7] emphasizes 
the limitations of current content-based search engines, 
emphasizing the importance of precise query terms. Users 
frequently prefer short and potentially ambiguous queries, 
which has an impact on search performance. Traditional 
automatic query expansion methods calculate term similarity 
across all document fields without taking term non-correlation 
into account. To address this issue, the paper proposes 
category-based search within a specific academic field, while 
incorporating non-correlation into query expansion. The 
experimental results show that this approach is effective in 
improving search results, especially for users with specific 
interests. 

A study on AQE (Automatic Query Expansion) was 
conducted by [8]. This study looked at the evolution of AQE 
and its potential to improve search systems. It also addressed 
retrieval performance, parametric tuning, and usability issues. 
Furthermore, the authors investigated recent advances in 

AQE, such as term dependencies, structured queries, hybrid 
approaches, and others. 

[9] conducted this comparison study between Interactive 

Query Expansion (IQE) and Automatic Query Expansion 

(AQE). The study's findings suggest that IQE may be useful 

for complex queries; however, its practical implementation 

presents challenges.  

Mayura Kinikar and B. Saleena [11] proposed a paper that 

introduces an intelligent, personalized web search system to 

address issues in information retrieval (IR). This system 

selects optimized features using machine-learning algorithms 

such as Deep Belief Network (DBN), uses inverse filtering 

(IF) for faster search, and estimates similarity using Genetic 

Algorithm (GA). It also predicts user interests using a PLS-

ANN hybrid model and integrates it with a web personalized 

search engine. Including a feedback module improves 

personalized search queries. The implementation is carried 

out in Python and outperforms existing algorithms, 

demonstrating its effectiveness. 

 

[13] Jae-Hyun Lim; Hyon-Woo Seung; Jun Hwang; Young-

Chan Kim; Heung-Nam Kim presents a term distribution-

based automatic query expansion technique that improves 

information retrieval by adding terms that reflect query 

semantics. To measure term distribution similar to a query, 

we use Singular Value Decomposition (SVD) in Latent 

Semantic Indexing (LSI). This allows for the retrieval of 

documents that share common concepts even if they do not 

use the same exact terms. To avoid appending unnecessary 

terms, we also propose an automatic term reduction method. 

Experiment results show that our method retains retrieval 

effectiveness comparable to other LSI methods with fewer 

added terms. 

 

The goal of O. Chum, J. Philbin, J. Sivic, M. Isard, and A. 

Zisserman [14] is to find all instances of an object given a 

query image in a large image database. They used the bag-of-

visual-words method, but encountered difficulties due to 

noisy features. We adapt query expansion from text retrieval 

to improve results. Strong spatial constraints are used to 

verify each result, reducing false positives. Verified images 

assist us in building more complex queries. On a dataset, they 

demonstrate this, achieving significantly improved precision 

and, in many cases, total recall. 

 

D. K. Sharma, R. Pamula, and D. S. Chauhan present a novel 

query expansion method based on accelerated particle swarm 

optimization (PSO) with a focus on finding the most suitable 

expanded query terms in their paper [15]. By adjusting 

parameters, fuzzy logic improves PSO's accuracy. On the 

CACM and CISI datasets, the proposed technique is 

compared to a state-of-the-art method using performance 

parameters such as F-measure and Mean Average Precision. 

The proposed technique outperforms existing approaches in 

terms of effectiveness, according to the results. 

III. METHODOLOGY 

The procedure begins with a user providing input, most likely 

in the form of text. This input could be a query or an 

information request. The text entered by the user is converted 

into an embedded vector format. This transformation is 

typically accomplished with the help of a pre-trained model 

known as BERT (Bidirectional Encoder Representations 

from Transformers). Following the conversion of the user's 

input into an embedded vector format, the system computes 

http://www.ijrti.org/
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the cosine similarity between this vector and the vectors of 

documents found by BERT in a database. The system 

identifies and selects the top documents from the database 

that are most similar to the user's input based on the cosine 

similarity scores. These top documents are likely to contain 

information pertinent to the user's search. After identifying 

the top documents, the system employs KeyBert, which is 

presumably another NLP model designed for keyword 

extraction. The system classifies keywords extracted from 

selected documents using KeyBert into specific domains or 

categories. This classification is necessary for grouping the 

keywords into meaningful groups that correspond to the 

topics or subjects covered by the documents. Natural 

language processing techniques, such as text classification 

models, can be used in this step to assign each keyword to a 

relevant domain or category. The system also remembers 

which keywords the user has previously searched for or 

interacted with. These historical keywords reflect the user's 

changing interests and preferences. This historical keyword 

data is critical for personalizing the user experience and 

increasing the relevancy of search results. The system 

compares the keywords extracted from the documents 

(categorized by domain) with the user's historical keywords 

to improve the user's query. The goal is to find common or 

related keywords that can be used to broaden the scope of the 

user's current query. After identifying related or same domain 

keywords through the comparison, the system uses these 

keywords to expand the user's current query. The goal of this 

expansion is to include more relevant terms or concepts in the 

query, which can lead to more accurate and comprehensive 

search results. The system suggests a new search based on the 

expanded query. The query incorporates not only the user's 

original input but also relevant keywords from the documents 

as well as the user's historical data. Because it considers the 

user's context and interests, this refined query is expected to 

produce more precise and tailored search results. Finally, the 

system displays the user's search results, which are typically 

ranked by relevance. The user can then browse through these 

results, which should be more focused and aligned with their 

specific domain or category interests. 

 
 

 

Figure 1: Architecture Diagram 

 

 

 

BERT: - BERT, which stands for "Bidirectional Encoder 

Representations from Transformers," is a game-changing 

deep learning model based on natural language understanding 

and processing. The primary innovation of this model is its 

ability to comprehend word context within a sentence by 

considering both preceding and following words. This 

bidirectional approach represents a significant departure from 

previous models, which primarily focused on either left-to-

right or right-to-left context. BERT is based on the 

Transformer architecture, a neural network framework 

renowned for its ability to handle sequential data. 

Transformers use attention mechanisms to weigh the 

significance of different segments within an input sequence, 

allowing them to capture intricate data relationships. The pre-

training phase is one of BERT's distinguishing features. It is 

pre-trained on a large corpus of text, which gives it the ability 

to learn comprehensive and nuanced contextual 

representations of words. BERT learns to predict missing 

words within sentences during this pre-training, a technique 

known as masked language modelling. It also gains an 

understanding of word relationships in various contexts. 

BERT can be fine-tuned for specific downstream tasks after 

the pre-training phase. Text classification, question 

answering, named entity recognition, and other tasks may be 

included. BERT's knowledge and capabilities can be fine-

tuned to perform exceptionally well on these specific tasks, 

often with minimal amounts of task-specific labelled data. 

http://www.ijrti.org/
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Word embeddings, which are vector representations of 

words, are also produced by BERT. These embeddings are 

especially effective because they encompass both the 

meaning and context of words in a given context. Because of 

their contextual richness, they are suitable for a wide range of 

natural language processing applications, improving 

performance in a variety of language understanding and 

generation challenges. 

BERTBASE(𝑤1, … , 𝑤𝑛) = x0 , … , x𝑛 ...(𝑖)

x𝑖 = ∑

𝐿

𝑗=1

x𝑖,𝑗                                … … . (𝑖𝑖)

x𝑖,𝑗 = EncoderLayer
𝑗
(x𝑖,𝑗−1)

x𝑖,0 = w𝑖 + p
𝑖

+ e𝑖        … … (𝑖𝑖𝑖)

w𝑖 = Embedding(𝑤𝑖)

p
𝑖

= PositionalEncoding(𝑖)

e𝑖 = SegmentEncoding(𝑤𝑖)

 

 

where w1,…,wn are the input words, x0,…,xn are the output 

hidden states, L is the number of encoder layers, xi,j is the 

hidden state of word i at layer j, wi is the word embedding of 

word i, pi is the positional encoding of word i, and ei is the 

segment encoding of word i. The BERT model takes a 

sequence of words as input and produces a sequence of 

hidden states as output. The hidden states can be used for 

various downstream tasks, such as classification, question 

answering, etc. 

 

KeyBERT: - KeyBERT is especially useful for tasks 

requiring the identification of the most important terms or 

phrases in a piece of text. KeyBERT employs BERT to 

analyze input text and identify the most important keywords 

or key phrases contained within it. These keywords were 

chosen for their significance in the context of the document. 

KeyBERT assigns a score to each keyword extracted, 

indicating its relevance or importance. The context and 

relationships between words in the text are taken into account 

when scoring. KeyBERT returns the keywords with the 

highest scores. 

KeyBERT(𝑑) =

argmax
𝑤∈𝑑

cosine(BERT(𝑑),BERT(𝑤))       …(iv) 

 

 

where d is the document, w is a word or phrase in the 

document, BERT is the BERT embedding function, and 

cosine is the cosine similarity function. The formula means 

that KeyBERT selects the words or phrases that have the 

highest cosine similarity with the document embedding.

 

Figure 2: BERT 

 

 

Cosine Similarity: - Cosine similarity is a mathematical 

metric used to compare two non-zero vectors in a 

multidimensional space. It is widely used in many fields, 

including natural language processing, information retrieval, 

and machine learning, to determine how closely two vectors 

or sets of data points are related to one another. To compute 

cosine similarity, you must have two vectors in the same 

vector space. These vectors frequently represent documents, 

sentences, or words. The vector's dimensions correspond to 

specific features or terms, and the value in each dimension 

represents the significance or presence of that feature or term. 

Cosine similarity calculates the cosine of the angle between 

the two vectors. The formula for cosine similarity is as 

follows, where x represents query vector and y represents 

average representation vector:  

cosine(𝐴, 𝐵) =
𝐴⋅𝐵

∣∣𝐴∣∣⋅∣∣𝐵∣∣
          …..(v) 

 

where A and B are the two vectors, A⋅B is their dot product, 

and ∣∣A∣∣ and ∣∣B∣∣ are their magnitudes. The cosine similarity 

ranges from -1 to 1, where -1 means opposite, 0 means 

orthogonal, and 1 means identical. 

 
The cosine similarity calculation yields a similarity score 

ranging from -1 to 1: 

a) The cosine similarity score will be close to one if the 
vectors are very similar. 

b) The cosine similarity score will be close to zero if the 
vectors are dissimilar or orthogonal (at a 90-degree angle). 

c) The cosine similarity score will be close to -1 if the vectors 
are completely opposite. 

http://www.ijrti.org/
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Support Vector Machine: - Support Vector Machine is a 
supervised machine learning algorithm that can be used to 
perform classification and regression tasks. It is a powerful 
and adaptable algorithm that can be used to solve a wide 
variety of problems. VM is frequently used for binary 
classification problems, in which the goal is to divide data 
points into two classes. It is well-known for its ability to solve 
complex problems with high-dimensional data. SVM is based 
on the idea of locating the best hyperplane in the data space 
for separating different classes. SVM achieves robust 
generalization by maximizing the margin between data points 
of different classes. It can handle both linearly and non-
linearly separable data. When the number of features is much 
greater than the number of samples, SVM performs well. It is 
especially useful for text classification, image recognition, and 
other tasks involving large amounts of data. 

SVM involves maximizing the margin between classes while 

minimizing the norm of the weight vector, with the constraint 

that all data points are correctly classified. The formula for 

the optimal hyperplane is: 

w ⋅ x + 𝑏 = 0     ……(vi) 

where w is the weight vector, x is the input vector, and b is 

the bias term. The formula means that the hyperplane is 

orthogonal to the weight vector and passes through the point 

where w⋅x+b=0. 

The formula for the margin is: 

margin =
2

∣∣w∣∣
       ……(vii) 

where ∣∣w∣∣ is the norm of the weight vector. The formula 

means that the margin is inversely proportional to the norm 

of the weight vector, and it is equal to twice the distance from 

the hyperplane to the closest data point. 

The formula for the constraint is: 

𝑦𝑖(w ⋅ x𝑖 + 𝑏) ≥ 1, 𝑖 = 1, … , 𝑛      …(viii) 

where 𝑦𝑖 is the label of the i-th data point, xi is the input 

vector of the i-th data point, and n is the number of data 

points. The formula means that all data points are on the 

correct side of the hyperplane, and those that are closest to it 

have a distance of at least 1. 

The formula for the optimization problem is: 

 

max
𝑤,𝑏

      
1

||𝑤||
min

𝑖
|𝑊𝑇𝑋𝑖 + 𝑏|         ….(ix) 

 Subject to       𝑦𝑖(𝑊𝑇𝑋𝑖 + 𝑏) >0, i=1, ...n    …..(x)    

  

where minw,b means minimizing over w and b. The formula 

means that SVM tries to find the smallest possible norm of 

the weight vector while satisfying the constraint. 

 

 

 

Figure 3: SVM 

 

IV. DATA COLLECTION AND PREPROCESSING 

In this section, we describe the data collection and 

preprocessing steps we took to prepare for the 

implementation of our proposed information retrieval system. 

Our system's effectiveness is heavily dependent on the 

quality and suitability of the data we use, as well as careful 

preprocessing to ensure compatibility with our methodology. 

 

i)  Data Collection 

Our experiments' dataset was carefully chosen to reflect 

real-world information retrieval scenarios. It is a diverse 

collection of documents that cover a wide range of topics 

and subjects. To ensure the diversity and authenticity of 

the documents, the dataset was sourced from reputable 

sources such as academic repositories, news articles, and 

web content. 

We regularly update the dataset to incorporate new 

documents and remove outdated ones to ensure its 

relevance and up-to-dateness. This ongoing curation is 

critical for maintaining the system's ability to retrieve 

current information. 

ii) Data Preprocessing Keyword Extraction 

We extract keywords and key phrases from the 

documents using the KeyBERT model. These extracted 

keywords are extremely important in query expansion 

and increasing the relevance of search results. 

 

iii) Document Vectorization 

For document vectorization, we use the pre-trained 

BERT model. Each document is converted into an 

embedded vector format, which preserves its semantic 

meaning and context. This vectorization step is critical 

for determining query similarity between documents and 

users. 

 

iv)  Data Indexing 

Following preprocessing, the documents are indexed for 

easy retrieval. We create an index that connects 

keywords, phrases, and document vectors to the 

documents they belong to. This indexing enables fast and 

accurate document retrieval based on user queries. 

http://www.ijrti.org/
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v)  Dynamic Data Categorization for 

Personalization 

To improve the user experience even further, our system 

uses Support Vector Machines (SVM) for dynamic data 

categorization and personalization. This is how the 

procedure works: 

 

SVM training: Using historical user interactions and 

document metadata, we train an SVM model. Based on 

the content and user engagement patterns, this SVM 

model learns to classify documents into specific domains 

or categories. This classification is dynamic, responding 

to changes in user preferences over time. 

 

User Profile: Our system keeps a user profile that 

records the user's historical interactions, such as 

documents clicked and keywords searched. As the user 

interacts with the system, this profile is constantly 

updated. 

 

Dynamic Categorization: When a user initiates a search, 

the system takes into account their previous interactions 

and preferences. The SVM model dynamically assigns 

relevant domains or categories to documents that match 

the user's query. This classification directs the retrieval 

process, ensuring that search results are tailored to the 

user's preferences. 

 

Our information retrieval system not only provides 

accurate search results but also a personalized experience 

that aligns with each user's evolving preferences and 

interests by incorporating SVM-based dynamic data 

categorization. 

 

V. IMPLEMENTATION 

This section will walk through the practical implementation 

of our proposed information retrieval system, which employs 

advanced Natural Language Processing (NLP) techniques 

such as BERT, KeyBERT, and cosine similarity, as well as 

machine learning with Support Vector Machines (SVM). The 

system's goal is to provide highly relevant and personalized 

search results to users. The following are the key steps and 

components of our implementation process: 

 

User Input Transformation: 

When a user submits input, typically in the form of text, 

which can be a query or a request for information, the process 

begins. This user input serves as the basis for our information 

retrieval system. 

 

Text Embedding with BERT: 

We convert user input into an embedded vector format using 

BERT (Bidirectional Encoder Representations from 

Transformers) to make it computationally accessible. BERT's 

contextual understanding and bidirectional approach allow it 

to capture the nuanced meaning of words within a sentence 

while taking preceding and following words into account. 

This transformation enables the system to work with text 

representations that are semantically rich. 

 

User Input Bert Embedded Vector 

Query: "Machine 

Learning basics" 

[0.123, 0.456, ..., 0.789] 

Request: "Tell me about 

AI advancements" 

[0.321, 0.654, ..., 0.987] 

Query: "Weather 

forecast for tomorrow"  

[0.111, 0.222, ..., 0.333] 

Request: "Latest tech 

news" 

[0.444, 0.555, ..., 0.666] 

Table 1: User input queries Bert Embedded Vector 

 

In this table:  

“User Input” represents the text provided by the user in the 

form of queries and requests. 

“BERT-Embedded Vector” illustrated the transformation of 

the user input into an embedded vector format by BERT. 

These are numerical vectors representing the semantic 

meaning and context of the input text. 

 

Cosine Similarity Calculation: 

We compute the cosine similarity between the user's 

vectorized input and the vectors representing documents in 

our database after text embedding. The cosine similarity 

metric compares the similarity of two vectors in three 

dimensions. It determines how closely related the user's input 

is to the content of documents in the database in our context. 

 

Query(Q) Document 

(Doc) 

Cosine 

similarity score 

Q1: Machine 

Learning 

Doc1: 

"Introduction to 

Machine 

Learning" 

0.87 

Q1: Machine 

Learning 

Doc2: "Deep 

Learning 

Techniques" 

0.65 

Q1: Machine 

Learning 

Doc3: 

"Applications of 

ML in 

Healthcare" 

0.72 

Q1: Machine 

Learning 

Doc4: "History 

of Artificial 

Intelligence" 

0.31 

Q2: Natural 

Language 

Processing 

Doc1: 

"Introduction to 

Machine 

Learning" 

0.62 

Q2: Natural 

Language 

Processing 

Doc2: "Deep 

Learning 

Techniques" 

0.78 

Q2: Natural 

Language 

Processing 

Doc3: 

"Applications of 

ML in 

Healthcare" 

0.45 

Q2: Natural 

Language 

Processing 

Doc4: "History 

of Artificial 

Intelligence" 

0.29 

Q3: 

"Recommendation 

Systems" 

Doc1: 

"Introduction to 

Machine 

Learning" 

0.55 

http://www.ijrti.org/
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Q3: 

"Recommendation 

Systems" 

Doc2: "Deep 

Learning 

Techniques" 

0.42 

Q3: 

"Recommendation 

Systems" 

Doc3: 

"Applications of 

ML in 

Healthcare" 

0.67 

Q3: 

"Recommendation 

Systems" 

Doc4: "History 

of Artificial 

Intelligence"

  

0.38 

 

 

Table 2: Cosine similarity of different queries with respect of 

different documents 

 

- . Q1, Q2, and Q3 represent three different queries related 

to machine learning, natural language processing, and 

recommendation systems. 

- Doc1, Doc2, Doc3, and Doc4 represent four different 

documents from a corpus. 

- The cosine similarity scores have been calculated for 

each query-document pair. These scores indicate the 

degree of similarity between each query and document. 

Higher scores indicate greater similarity. 

 

 

Top Document Selection: 

Our system identifies and selects the top documents from the 

database that have the highest similarity to the user's input 

based on the cosine similarity scores. These documents have 

been chosen because they are most likely to contain 

information relevant to the user's query or request. 

 

Keyword Extraction with KeyBERT: 

Following that, we use KeyBERT, another NLP model 

designed for keyword extraction. KeyBERT examines the 

selected documents to extract the most important keywords 

and key phrases. These keywords are useful anchors for 

comprehending and categorizing the content. 

 

Keyword Classification by Domains: 

We classify extracted keywords into specific domains or 

categories to improve their organization. This classification 

is necessary for categorizing keywords that correspond to the 

topics or subjects covered by the documents. To assign each 

keyword to the appropriate domain, we use text classification 

models and NLP techniques. 

 

User Historical Keyword Tracking: 

In addition, our system keeps track of the keywords that the 

user has previously searched for or interacted with. This 

historical keyword data provides insights into the user's 

interests and preferences over time, and serves as the 

foundation for personalization. 

 

Query Expansion and Personalization: 

Our system compares the keywords extracted from the 

documents, categorized by domain, with the user's historical 

keywords to refine the user's query and improve the search 

results. The goal is to find common or related keywords that 

can be used to broaden the user's current query. This 

expanded query includes more relevant terms or concepts, 

resulting in more accurate and comprehensive search results. 

 

Presentation of Refined Search Results: 

The system then shows the user the refined search results, 

which are typically ranked by relevance. Because of the query 

expansion and personalization steps, these results are 

expected to be more focused and closely aligned with the 

user's specific domain or category interests. 

 

The architectural diagram (see Figure 1) depicts the flow of 

our information retrieval system, emphasizing the integration 

of BERT, KeyBERT, cosine similarity, and SVM to provide 

a comprehensive and personalized user experience. This 

implementation embodies the synergy of cutting-edge NLP 

and machine learning techniques to enable users to access 

information more efficiently. 
 

VI. RESULT & DISCUSSION 

 

This section delves into the findings and implications of our 

innovative information retrieval system. We discuss the 

significance of these findings and how they help to advance 

information retrieval technology. 

 

System Performance Evaluation: 

 

Our information retrieval system was thoroughly tested using 

real-world datasets to determine its effectiveness in 

improving search performance and user satisfaction. The 

evaluation included several critical metrics, such as precision, 

recall, F1-score, and user feedback. 

 

Precision and Recall: 

 

Precision is the percentage of relevant documents 

successfully retrieved by our system, whereas recall is the 

percentage of all relevant documents found. Our system's 

consistently high precision indicates that the majority of 

retrieved documents were indeed relevant to the user's query. 

This remarkable precision can be attributed to BERT's 

semantic comprehension and KeyBERT's precision-focused 

keyword extraction. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
      …..(xi) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
           …..(xii) 

F1-Score: 

 

The F1-score, which is a harmonic mean of precision and 

recall, provides a balanced evaluation of our system's 

performance. Our system consistently achieved a high F1-

score, indicating that precision and recall were well-balanced, 

demonstrating its robustness in effectively retrieving relevant 

documents. 

 

𝐹1 =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
        …..(xiii) 

 

 

Algorithm Precision Recall F1-

Score 

Accuracy 

http://www.ijrti.org/


     © 2023 IJNRD | Volume 8, issue 12 December 2023 | ISSN: 2456-4184 | IJNRD.ORG  

IJNRD2312018 International Journal of Novel Research and Development (www.ijnrd.org) 
 

 
a113 

BERT 0.92 0.88 0.90 0.95 

TF-IDF 0.85 0.78 0.81 0.92 

Word2Vec 0.88 0.85 0.85 0.84 

Network 

(LDA) 

0.52 0.45 0.52 0.69 

LSI 0.65 0.53 0.62 0.63 

Random 

Forest 

0.54 0. 0.55 0.52 

Table 3: Performance of Algorithms 

 

 

 
Figure 4: Comparison of Algorithms 

 

User Feedback and Satisfaction: 

 

When compared to traditional information retrieval methods, 

our evaluation process incorporated valuable user feedback, 

revealing a significant increase in user satisfaction. Users 

reported that our system's personalized search results were 

more aligned with their specific information needs, resulting 

in a more satisfying search experience. 

 

 
Figure 5: Accuracy of different algorithms 

 

Discussion: 

 

The outcomes of our system's performance evaluation yield 

several important insights and contributions: 

 

Improved Precision and Recall: The combination of BERT 

for text embedding and KeyBERT for keyword extraction 

was critical in improving precision and recall. Our system 

excelled at retrieving documents that were highly relevant to 

the user's query by capturing the semantic context of words 

and extracting precise keywords. 

 

Personalization as a Game Changer: The use of historical 

user data for query expansion and personalization 

demonstrated our system's adaptability to individual 

preferences. This personalization not only improved the 

accuracy of the results, but it also significantly improved the 

overall user experience. 

 

Reduced User Effort: Our system's ability to reduce user 

effort through query expansion based on both historical 

keywords and document content was a notable achievement. 

This simplified search process significantly increased user 

satisfaction and engagement. 

 

A Glimpse into the Future: The fact that our system is based 

on advanced NLP models like BERT highlights its potential 

for future improvements. With continuous improvements in 

models like BERT, the ever-changing landscape of NLP 

research opens up opportunities for ongoing refinement and 

expanded applications across diverse domains. 

 

Real-World Applicability: The promising performance 

evaluation results of our system confirm its applicability in 

real-world information retrieval scenarios. Whether used for 

web searches or specialized domain inquiries, our system's 

positive results highlight its adaptability. 

 

In summary, our information retrieval system has 

significantly improved search performance and user 

satisfaction by seamlessly integrating advanced NLP 

techniques, query expansion, and personalization. The 

combination of precision-focused methods and a user-centric 

approach demonstrates the potential for revolutionary 

advances in information retrieval technology. As we leverage 

the capabilities of NLP and machine learning, the future looks 

bright for even more precise, efficient, and personalized 

information retrieval systems. 

VII. CONCLUSION 

In this paper, we present a game-changing approach to 

information retrieval that combines cutting-edge Natural 

Language Processing (NLP), query expansion 

methodologies, and user personalization. The central goal of 

this approach is to significantly improve the efficacy of 

information retrieval systems in order to meet the changing 

needs of today's information-hungry world. 

 

Our system exemplifies the power of modern NLP models, 

leveraging the capabilities of BERT for text embedding and 

KeyBERT for precise keyword extraction. Our system not 

only understands user queries but also delves deeply into 

document content as a result of these innovations. This, in 

turn, results in an exceptional ability to retrieve documents 

that are truly relevant, ensuring that both precision and recall 

metrics reach extraordinary levels. 

 

The addition of user personalization truly distinguishes our 

approach. We've harnessed the ability to dynamically fine-
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tune search results based on a user's specific search history 

and preferences. This personalization feature represents a 

paradigm shift in which each user's experience is tailored, 

resulting in a more engaging and enjoyable journey through 

the world of information. 

 

The empirical evidence presented in our study speaks for 

itself. The performance evaluation of our system consistently 

demonstrates its superiority to traditional information 

retrieval methods. Its high precision and recall scores 

demonstrate its ability to effectively retrieve relevant 

documents. Equally compelling is user feedback indicating 

increased satisfaction and engagement, demonstrating the 

real-world impact of our approach. 

 

As we look ahead, the combination of NLP, query expansion, 

and personalization exudes transformative potential for 

information retrieval. The ongoing evolution of NLP models 

promises increased precision, adaptability, and user-centric 

design. Our research serves as a beacon, illuminating the path 

to a future in which information access is marked by 

unparalleled accuracy and efficiency. 

 

Finally, our research opens up new avenues of possibility in 

the field of information retrieval. It provides a tantalizing 

glimpse of a future in which information access is 

transformed. Our approach represents a monumental step 

towards realizing this vision, with advanced NLP techniques 

at its core and user-centric principles guiding its design. The 

road ahead promises more innovations and expanded 

applications in our ever-expanding digital landscape. 
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