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Abstract: - Image mining relates and an exhibition reference to a data mining technique where images are used as data. 

Image mining technique can extract knowledge and exciting patterns that are not stored in the database by analyzing the 

images using various tools. Image data mining is one of the core functions of this current scenario as image data plays a 

vital role in every aspect of the system. Breast cancer is a ubiquitous common cancer in women, as well as in several men. 

Mammography is the first imaging method to detect breast cancer, although it is highly dependent on the radiologist's 

diagnosis. Computer aided diagnosis has advanced a lot to diagnose cancer correctly. In this paper, the author uses a novel 

and time-saving approach to breast cancer diagnosis using rough set theory and association rule mining. The accuracy 

level of the system is quite acceptable and can help the doctor easily detect breast cancer without double reading with 

guaranteed results. The accuracy level reaches above 98% which can be acceptable and the time complexity is also too 

less. The main objective of this paper is to apply image mining on mammography images to classify and detect cancerous 

tissue by discovering insights from the hidden pattern of cancerous tissue. Data mining extended to image fields are 

techniques generally more suitable for larger databases. The features need to be calculated and their correct subset should 

significantly increase the classification accuracy. Association rule algorithms generally adopt an iterative method to 

discover frequent itemsets, which requires very extensive calculations and a complicated transaction process. For this 

reason, a modified algorithm of association rules is proposed in this paper. Experimental results show that this method can 

quickly discover frequent item sets and efficiently mine potential association rules. Texture features are the most 

predictive features, which include intensity histogram features and GLCM features that are extracted from mammography 

images containing knowledge discovery attributes. In this work, a new feature subset selection approach using Rough Set 

Improved Harmony Search Quick Reduct is proposed, which reduces approximately 50-60% of the features, and the 

proposed association rule is used for classification. Most interestingly, the Rough Set Improved Harmony Search Quick 

Reduct (RSIHSQR) algorithm provides the best optimal features. The experiments were taken from a dataset of 322 

MIAS images of various types with the aim of improving accuracy by generating a minimum numbers of rule to cover 

multiple patterns. 

Keywords: Mammogram, Gray Level Co-occurrence Matrix feature, Histogram Intensity, Feature selection based on 
Rough Set Improved Harmony Search Quick Reduct (RSIHSQR), Association rule mining. 

1.  INTRODUCTION 

Breast cancer is one of the most common cancers, a widespread cause of death among women, especially in developed 

countries and now also in developing countries. There is no primary prevention because the cause is still a mystery. Thus, 

early detection of cancer stage can facilitate treatment that could lead to better survival rates. Mammography is currently 

the primary imaging method to detect breast cancer screening. However, 10–30% of breast cancers are missed by 

mammography [1]. Image Mining is the best way to extract hidden patterns of information and knowledge from a large 

database of images. It has been recognized by many researchers as a key research topic in database system and machine 

learning Researches that use data mining approach in image learning can be found in [2,3,4,5,6,7]. The generalized image 
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mining technique for knowledge discovery is illustrated in fig.1. Similarly the methodology for classifying breast tumor 

using image mining technique  is depicted in fig 2. 

Image data mining of medical images is used to collect effective models, relationships, rules, abnormalities, and patterns 

from large volumes of data. This procedure can speed up the diagnosis and decision-making process. Various data mining 

methods such as wavelet [8,9], statistical methods and most of them used features extracted using image processing 

techniques [10] have been used to detect and classify anomalies in mammographic images. Some other methods are based 

on fuzzy theory. [11,12] and neural networks [9]. More specifically, in this paper, we propose a novel associative 

classifier that selects “strong” class association rules based on the overall coverage of the training set. The advantage of 

the proposed classifier is that it generates significantly smaller rules for larger datasets compared to traditional classifiers 

while maintaining classification accuracy. The result shows that the proposed rule-based approach achieves a 

classification accuracy of over 97% and also demonstrates the use and effectiveness of association rule mining in image 

classification [13-16]. 

 

Classification and prediction are two important data mining tasks that can be used to extract hidden regularities from 

given datasets to build accurate models (classifiers). Classification approaches focus on creating classifiers (models) for 

predicting the class designation of a future data object. Such analysis can help us understand the data better in a 

comprehensive way. Classification methods have been widely used in many real-world applications, such as customer 

relationship management [17], medical diagnostics [18], and industrial design [19]. The classification process usually 

involves two phases: a training phase and a testing phase. In the training phase, the features of the typical features of the 

image are isolated and based on this training class is created. In the subsequent testing phase, these partitions of the 

feature space are used to classify the image. We used the supervised genetic association rule method by extracting low-

level image features for classification. The advantage of this method is efficient character extraction, selection and 

effective classification. The remainder of the paper is organized as follows. Section 2 presents the breast tumor 

morphology (ROI) followed by preprocessing. Section 3 presents the histogram equalization and feature extraction stage. 

Section 4 discusses the methodology description and Section 5 presents the feature selection and classification method, 

followed by Section 6. Section 7 discusses the results and Section 8 concludes. 

 

Fig.1 generalized image mining technique for knowledge discovery 
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Fig.2 Image mining framework for classification of Breast cancer 

 

 

2. PRE-PROCESSING 

 

The mammography image for this study was procured from the Mammography Image Analysis Society (MIAS), a British 

breast cancer research group [20]. Since mammograms are difficult to interpret, preprocessing is necessary to improve 

image quality and make the feature extraction phase easier and more reliable. A cluster of calcifications/tumor is 

surrounded by breast tissue that masks the calcifications, preventing accurate detection and is shown in Figures 2.1 .A 

preprocessing; a noise reduction step is usually used to improve image contrast and calcification. In this work [21], an 

effective low-pass filter was applied to the image, which retained calcifications while suppressing unimportant image 

features. 

Figures 4 shows representative output image of the filter for a image cluster in figure 3. By comparing the two images, we 

observe background mammography structures are removed while calcifications are preserved. This simplifies the further 

tumor detection step 
 

 
 

     

      Fig  3 ROI of a Benign               Fig. 4.ROI after Pre-processing Operation 
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2.1.    Histogram equalization 

Histogram equalization is a method in image processing of contrast adjustment using the image histogram [22]. Thanks to 

this adjustment, the intensities can be better distributed on the histogram. This allows areas with lower local contrast to 

gain better contrast. Histogram smoothing achieves this by effectively distributing the most frequent intensity values. The 

method is useful for images with a background and foreground that are light or both dark. In particular, this method can 

lead to better visualization of bone structure on X-ray images and better detail in photos that are overexposed or 

underexposed. In mammography images, histogram equalization is used to adjust contrast to make image abnormalities 

more visible. 

 

3. FEATURE EXTRACTION 

 

Properties, characteristics of objects of interest, if carefully selected, represent the maximum relevant information that the 

image can offer for a complete characterization of the lesion [23,24]. A feature extraction methodology analyzes objects 

and images to extract the most significant features that are representative of different classes of objects. Elements are used 

as inputs to classifiers that assign them to the class they represent. In this, the labor intensity histogram and gray level co-

occurrence matrix (GLCM) functions are extracted. 

3.1. Intensity Histogram Features 

Histogram intensity analysis was extensively investigated in the early stages of the development of this algorithm [25]. 

Previous studies have provided intensity histogram properties such as mean, variance, entropy, etc. These are summarized 

in the table. 1 Mean values characterize individual calcifications; Standard deviations (SD) characterize the cluster. Table 

2 summarizes the values for these functions. 

Table.1 Intensity histogram features 
Feature Number assigned Feature 

1. Mean 

2. Variance 

3. Skewness 

4. Kurtosis 

5. Entropy 

6. Energy 

 

In this paper, the value obtained from our work for different type of image is given as follows: 

Table 2 Intensity histogram features and their values 

Image 
Type 

Features 

 Mean Variance Skewness 

 

Kurtosis Entropy Energy 

normal 7.2534 1.6909 -1.4745 7.8097 0.2504 1.5152 

malignant 6.8175 4.0981 -1.3672 4.7321 0.1904 1.5555 

benign 5.6279 3.1830 -1.4769 4.9638 0.2682 1.5690 

3.2.  GLCM Features 

It is a statistical method that takes into account the spatial relationship of pixels, namely the gray-level co-occurrence 

matrix (GLCM), also known as the gray-level spatial dependence matrix [26,27]. By default, the spatial relationship is 

defined as the pixel of interest and the pixel to its right (horizontally adjacent), but you can specify other spatial 

relationships between the two pixels. Each element (I, J) in the resulting GLCM is simply the sum of the number of times 

a pixel with value I occurred in a specified spatial relationship to a pixel with value J in the input image. 

The Following GLCM features were extracted in our research work: 

Autocorrelation, Contrast, Correlation, Cluster Prominence, Cluster Shade, Dissimilarity Energy, Entropy, 

Homogeneity, Maximum probability, Sum of squares, Sum average, Sum variance, Sum entropy, Difference variance, 

Difference entropy, information measure of correlation1, information measure of correlation2, Inverse difference 

normalized. Information difference normalized. The value obtained for the above features from our work for a typical 

image is given in the following table 3 
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Table 3 GLCM Features and values Extracted from Mammogram Image 

 
 

4. FEATURE SELECTION 

 

Feature selection helps reduce feature space, which improves prediction accuracy and minimizes computation time [28]. 

This is calculated and computed by removing irrelevant, redundant and noisy features, i.e. selecting a subset of features 

that can achieve the best performance in terms of accuracy and computation time. Performs dimension reduction. A 

number of search procedures have been proposed. Popular feature selection algorithms used are sequential forward 

selection, sequential backward selection, genetic algorithm, and particle swarm optimization, branch and bound 

optimization. In this work, the author uses a new feature selection method based on rough set theory called Rough Set 

Improved Harmony Search Quick Reduct (RSIHSQR), which works on the discretization value and at the same time 

improves the learning process of prediction methods[29,30]. In this work, the RSIHSQR feature selection algorithm is 

implemented to reduce the redundant and intangible features of the available datasets and reveal the best features. This 

technique is implemented for a large data set and has shown plausible results in protein analysis [31,32]. The spirit of the 

rapid rough set reduction method in the proposed algorithms is inherited in the improved HS algorithm to converge to the 

best solution, and the solution is achieved by the musical improvisation technique [33,34], where the algorithm is briefly 

described in [35,36]. The results of the algorithm that selects the best features are used as input to a classifier for 

analyzing and classifying mammograms. 

4.1.  Discretization of 1st order and 2nd order GLCM Features 

The continuous value dataset with real-valued attributes is discretized for an effective classification using association rule 

as association rule mining works on binary value [37,38]. Discretization is the process of transferring continuous values to 

binary values representing one and zero, and rough set theory works on discrete variables to deal with the dilemma of 

attributes presented in the real dataset [39]. The mammogram GLCM feature dataset experimented within this study has 

real-valued attributes. Hence, it is discretized by applying the Max-Min discretization method [40,41] and then it was 

applied for  experiment to select relevant features by feature selection algorithms in the proposed framework. 
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Table 4. Feature selected by RSIHSQR feature selection method 
S.no. Features 

1 Cluster prominence 

2 Energy 

3 Information measure of 
correlation 

4 Inverse difference Normalized 

5 Skewness 

6 Kurtosis 

7 Contrast 

8 Mean 

9 Variance 

10 Entropy 

11 Difference variance 

12 Difference entropy 

13 Max probability 

14 Sum of variance 

 
 

5. CLASSIFICATION 

 

Creating accurate classifiers is one of the fundamental tasks of data mining and machine learning research. Given a set of 

training instances with known class labels, classifiers aim to predict target classes for a set of test instances for which the 

class labels are unknown. First, a classification model is built from the training data and then used to classify the unseen 

cases. There are various methods for building classifiers, such as decision trees [42], naive-Bayesian methods [43], 

statistical approaches [44], support vector machines [45], etc. 

The association classification (AC) technique is a predictive approach that has been widely investigated in the last two 

decades. Many researchers have tried to use AC in real-world applications such as: text classification, medical diagnosis, 

fraud detection, and website phishing. However, there are several concerns about using this technique and they are as 

follows: first, it generates too many rules that consume a lot of time and memory compared to classical data mining 

techniques. Second, the support and confidence thresholds are estimated by the user and therefore the evaluation process 

is always influenced by these values. To overcome these problems, we proposed a modified technique to enhance the 

performance of the Apriori algorithm used in association-based classification (CBA). A technique we discovered that 

works well involves using the harmonic mean to generate more reliable rules and to improve the evaluation process of the 

generated rules. 

5.1 Finding the class association rules 

The step of finding frequent sets of items in associative classification is the most important and computationally expensive 

step [46,47]. Since association rule discovery, several different approaches have been taken to discover frequent rule 

entries from a dataset. For example, some AC methods [48,49] use the “APRIORI” candidate generation method.  Other 

AC methods [50,51,52] mainly use the FP-growth approach [53] to generate association rules. The CPAR algorithm uses 

the greedy strategy developed in FOIL [54]. This portion of the section urges on discovering class association rules from 

frequent itemsets. 

Generating association rules is usually divided into two main steps: 

1. In the first step, a minimum support threshold is used to find all frequent itemsets from the training dataset. 

2. A minimum confidence constraint is used to generate strong class association rules from frequent itemsets. 
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In the first step, we apply the "APRIORI" algorithm to find frequent itemsets. "APRIORI" uses the "downward-closure" 

property to speed up the search process by reducing the number of candidate sets of items at any level. The main feature 

of "top-down closure" is that all subsets of frequent items must be frequent. Uncommon itemsets found at any level are 

removed, as it is not possible to "create" a common itemset from an uncommon one. "APRIORI" uses this process to 

prune infrequent itemsets before calculating their support at any level. This reduces the time complexity of calculating the 

support for all combinations of items in the data set. 

Once all frequent itemsets from the learning dataset are found in the first step, a straightforward approach is to generate 

strong class association rules that satisfy both the minimum support as well as confidence of minimal constraints from 

these frequent itemsets in the second step. This can be done using the following equation for confidence: 

 

 

Equation (1) is expressed as the support count of itemsets, where X is the antecedent (the itemsets, i.e. the left side of the 

rule), C is the consequence (the class label, which is the right side of the rule), support_count (X ∪ C) is the number of 

transactions containing itemsets X ∪ C and support_count (X) is the number of transactions containing items A. Based on 

this equation, CAR can be generated as follows: 

(a) For each frequent itemsets L and class label C, generate all nonempty subsets of L. 

(b) For every nonempty subset S of L, output the strong rule R in the form of “S→C” if,  
       min_con f , where min_conf is the minimum confidence threshold. 

6. PROPOSED ASSOCIATIVE CLASSIFICATION APPROACH—J&B 

Our proposed approach—J&B can be defined in three steps: 

1. A complete set of strong class association rules is generated from the training dataset discussed in Section 4. 

2. Then we select strong class association rules that contribute significantly to increase the coverage of the classifier until 

we meet the stopping criterion to produce an accurate, compact and understandable classifier. 

3. In the last step, we find the overall coverage and accuracy of the intended classifier to show how the overall coverage 

of the classifier affects its classification accuracy. 

6.1. Proposed Intended Classifier 

Once we have generated strong class association rules in Section 4, we will design our classifier using them. The method 

proposed by us is described in Algorithm 1. 

Lines 1–2 find all frequent itemsets in the training dataset using the “APRIORI” algorithm described in Section 5. The 

third line generates strong class association rules that satisfy the minimum support and confidence constraints from the 

frequent itemsets. The class association rules (generated on line 3) are ordered by confidence and support descending 

order in the fourth line according to the following criteria: Given two rules R1 and R2, R1 is said to have a higher rank 

than R2, denoted as R1 > R2, 

• If and only if, con f (R1) > con f (R2); or 

• If con f (R1) = con f (R2), but, supp(R1) > supp(R2); or 

• If con f (R1) = con f (R2) and supp(R1) = supp(R2), R1 has fewer attribute values on the left than R2; 

• If all parameters of the rules are the same, we can choose any of them. 

The initial values of the traindata_classified field are filled with a false value in line 5. This field is later used to calculate 

the total coverage of the training data. Basically, the classifier is built on lines 6-17. We scan the training dataset for each 

rule (lines 6–7): if the rule classifies the new unclassified example as 5 (that is, the body of the rule matches the body of 

the new example), we increase the contribution (that is, the rule to increase the total coverage) in lines 8–11 . If the 

contribution is greater than 0, meaning the rule has classified the new example(s), we increase the total coverage by the 
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contribution and add this rule to our final classifier on lines 12–14. If a rule can classify the training examples but cannot 

contribute to improving the overall coverage, then we do not evaluate that rule as a potential rule for our classifier. Lines 

15–16 stop the procedure if the classifier reaches an intended total coverage that is greater than the user-defined 

intended_coverage threshold, and line 17 returns the proposed classifier. 

 

The classification process of our method is shown in Algorithm 2. 

 

Algorithm 2 depicts the procedure of using the J&B classifier to find the class label of a (new) test example. For each 

rule in the J&B classifier (line 1): if the rule can classify the example correctly, then we increase the corresponding class 

count by one and store it (lines 2–3). If none of the rules can classify the new example correctly, then the algorithm 

returns the majority class value (lines 4–5); otherwise, it returns the majority class value of correctly classified rules (lines 

6–7). 

 6.2.  Overall Coverage and Accuracy 

After building our classifier (as in Section 5.1), it is easy to calculate the overall coverage and accuracy of the classifier 

(defined in Algorithm 3). To calculate the total coverage, we count the examples that the classifier covers and divide by 

the total number of examples in the dataset. For accuracy, we count all examples that the classifier classifies and divide by 

the total number of examples in the dataset. 

The first line finds the length of the dataset. On the second and third lines, we fill all the initial values of 

fieldclassified_test_data (to calculate the overall coverage) and classified_test_data_withclass (to calculate the overall 

accuracy) as false. Lines 4–11 generally toggle the state of the test example, with no class label for calculating total 
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coverage in lines 6–8 and with a class label for calculating precision in lines 9–11. The number of correctly classified 

examples by the classifier without class labels and with class labels is counted in lines 12–16 to calculate the overall 

classifier coverage, and the overall accuracy is calculated in lines 17–18. The last line returns the results obtained. 

 
 

7. EXPERIMENTAL EVALUATION 

We tested our model for J&B evaluation, which was run with default parameters of minimum support = 1% and minimum 

confidence = 60%. However, the minimum support has been reduced to 0.5% or even 0.1% to ensure enough CAR to 

generate for each class value. We used their WEKA workbench implementation [55] with default parameters. We used 

90% as the required coverage threshold (training data set) which is the stopping point for selecting rules for our classifier. 

Average accuracy is 98.44%. We used precision, recall, and F-measures as evaluation metrics for mammogram 

classification. Accuracy is the fraction of true positive predictions divided by the total number of true positive predictions 

in the set. Recall is the total number of prediction outcomes   divided by the total number of true positives in the set. F-

Measure is the provision and a way to combine precision and recall into a single measure that captures both properties. F-

Measure = (2 * Precision * Recall) / (Precision + Recall). The result of testing using the selected features is used for the 

classification shown in Table 5. To classify the samples, we used the freely available Machine Learning package, WEKA 

[55] to train our dataset by the J&B method. Of the 322 images in the dataset, 210 were used for training and the 

remaining 102 for testing purposes. 

Table 5. Result of proposed method 

 

 
 

 

The confusion matrix has been obtained from the testing part .In this case out of 51 actual malignant images 03 images was classified 

as normal. In case of benign all images are correctly classified but in case of normal 207 images are correctly classified on average of 

98.44% accuracy. The confusion matrix is given in Table 8. The performance of the propped classifier is shown in figure 6. 

 

 

 

 

 

 

 

 

Normal 99% 

Malignant 94.11% 

Benign 100% 
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Table 6. Confusion matrix 

Actual Predicted class   

Benign Malignant Normal 

Benign 62 0 0 

Malignant 51 48 03 

Normal 209 2 207 

 

 

 
Fig.5   J&B classifier’s Accuracy, Precision, Recall and F-measure 

 
 

8. CONCLUSION 

Image mining is one of the best methods to draw the relationship between different attributes and find relevant patterns in 

an image from which knowledge can be discovered. Breast cancer detection and diagnosis has been studied for more than 

two decades and has still not been a reliable diagnostic tool for the radiologist. Researchers are constantly striving to 

improve the accuracy of diagnosis by reducing false positives and false negatives. Although the FDA has approved 

computer-aided detection (CAD) for breast cancer, both the oncologist and the radiologist still have the dilemma of 

whether to use CAD because of the highest false-positive rate. However, we proposed a different kind of technique by 

integrating rough set theory and association rules that use a discretized value for feature selection and classification. The 

methodology adopted by the author is undoubtedly very flexible and supports fast execution on a large database, and 

extracting the most meaningful features significantly contributes not only to increasing the classification accuracy, but 

also reduces the time consumption and also achieves the standard accuracy. With the help of a radiologist to crop a 

mammographic image that raises doubts about both microcalcification and cancerous tissue, these gray images are taken 

into account without using a segmentation technique. Both statistical and GLCM features are more important than other 

image features for pattern recognition. 

 J&B produces classifiers that have, on average, far fewer rules than those produced by "classical" rule learning methods, 

and a slightly smaller number of rules compared to the associative classification models included in the comparison. J&B 

generated a reasonably smaller number of rules for larger datasets compared to all other classification methods. In this 

research work, one of the new approaches is to use the intended coverage constraint, which becomes the rule selection 

criterion for our classifier. Here we tried to show that it is possible to achieve reasonably high accuracy without covering 

the entire dataset (especially when the dataset contains some missing or noisy examples). This criterion becomes an 

advantage of our method, which creates significantly smaller classification rules on larger datasets. J&B created an 

accurate and compact classifier on a dataset that has a particularly large number of attributes and records, with balanced 

class distribution datasets. The proposed approach is applied to the construction of an association rule for classifying 

http://www.ijrti.org/


                               © 2024 IJNRD | Volume 9, Issue 2 February 2024| ISSN: 2456-4184 | IJNRD.ORG 

IJNRD2402160 International Journal of Novel Research and Development (www.ijnrd.org) 
 

 

b479 

images into three classes: normal, benign, and malignant. The result shows that it outperforms the existing one. In the 

future, an efficient algorithm can be used to select relevant features and generate rules to improve accuracy. 
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