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Abstract :  An image captioning system uses both computer vision and natural language processing modules. While the computer 

vision module identifies important items or extracts information from images, the Natural Language Processing (NLP) module 

accurately constructs syntactic and semantic picture captions. Due to its significance in real-world applications like the analysis of 

enormous amounts of raw photos and the detection of previously unidentified patterns for machine learning applications used to 

drive self-driving cars and create software that helps the blind, a lot of people have recently developed an interest in the automatic 

generation of a natural language description or text of an image. It integrates computer vision with natural language process ing, two 

essential components of artificial intelligence. In this study, image captioning will be done using neural networks. ResNet is  used 

as the encoder to retrieve the image data, To create subtitles for videos that use the built-in language, CNN is used as an encoder to 

retrieve data from the picture and neural convolutional network RNN (Long-Short-Term Memory) as a decoder. 
 

IndexTerms - Deep learning, Natural Language  Processing, Image Captioning, Visual-language, ResNet, LSTM, Recurrent 

Neural Network, Convolutional Neural Network. 

I.  INTRODUCTION 

Image captioning, also known as photo captioning, is the process of automatically creating written descriptions for an image. The 

content of the image is described in the text. While computer vision is used to forecast attribute labels and other information about 

events and characters, natural language processing is utilized to create captions. This process encompasses the concepts of object 

identification, object relationship discovery, and attribute prediction. Every object has a few unique qualities that signifi cantly 

describe it. The future of deep neural networks in the area of object detection is very promising. The ability to learn from previously 

completed samples and use that information to predict the outcome was demonstrated by deep neural network learning. Deep 

learning networks' output layer can predict labels and classifications since it is more abstract than the prior layers. 

 

To keep the knowledge for a longer period, a captioning model combines CNN (Convolutional Neural Networks) and RNN 

(Recurrent Neural Networks) with LSTM (Long Short Term Memory), a specific kind of RNN with a memory cell. 

The challenge must be described to develop an image caption generator utilizing the ResNet-LSTM model. The system employs 

convolutional neural networks for the visual identification of the image captioning model and recurrent neural networks for t he 

language-based model. Convolutions are carried out using matrices built from an image's pixel-level data. Class names are provided 

based on the results of the output matrix, which locates a particular pattern in the source image. The features of the image were 

typically extracted using CNN and then linearly transformed into feature vectors. Then, to generate descriptions, the LSTM 

networks are used as a language model. CNN and LSTM will be used to construct an image caption generator. 

II. LITERATURE REVIEW 

Moses et. al.[1] creates a generative CNN-LSTM model that outperforms human baselines by 2.7 BLEU-4 points and is extremely 

comparable to state-of-the-art (3.8 CIDEr points lower). Studies using the MS COCO dataset set show that it typically results in 

accurate and understandable captions, and hyperparameter optimization using dropout and the amount of LSTM layers helps us to 

lessen the effects of overfitting. We also show that, despite having different prior contexts, words that are semantically close to one 

another when they are emitted—like "plate" and "bowl"—move the LSTM hidden state similarly, and that divergence in the hidden 

state only occurs when semantically distant words—like "vase" and "food"—are emitted. This gives the interplay between learned 

word embeddings and LSTM hidden states a semantic significance. 

 

http://www.ijrti.org/


 © 2024 IJNRD | Volume 9, Issue 3 March 2024| ISSN: 2456-4184 | IJNRD.ORG 
 

 

IJNRD2403291 International Journal of Novel Research and Development (www.ijnrd.org) 
 

 
c758 
c758 

 
Fig 1: CNN-LSTM flow Diagram[1] 

 

R. Subash et. al.[2]  demonstrated directly contrasting the query picture with database photos, previous methods recovered relevant 

hopeful normal language states. However, although closed visual vocabularies can be useful for demonstration, they are incredibly 

limited in comparison to the vast amount of detailed images that a person is capable of creating. The variety of created inscriptions 

was pushed to its breaking limit by these approaches. The model should not make any assumptions about explicit predetermined 

formats, standards, or classifications; instead, it should rely on understanding how to construct sentences using the prepara tory data. 

Convolution neural networks are used in the recommended model to help separate important components of the image from which 

the subtitle is to be built. After that, logical statements are formed and inscriptions are created utili zing a probabilistic technique 

and Natural Language Processing Techniques. 

 
Fig 2: VGG16 Architecture[2] 

 

In addition to the feature extraction technique, semantic keyword retrieval, face detection, and encoder -decoder LSTM networks, 

Abisha Anto Ignatious. L  et. al.[3] recommended that the semantic-driven CNN-LSTM model be included in this study. To identify 

characteristics in an image, a pre-trained CNN is employed. The components in the image are recognized using an extraction module 

for semantic keywords. Using the image's semantic tags, the objects that have been identified are given names. The use of such 

semantic labels enhances its captions' capacity to appropriately describe the items. Each word of the captions is made by LSTM-

based word embedding. The faces dataset, which contains the facial photos of 232 celebrities, has been collected and used by the 

facial recognition system to identify and recognize famous faces in images. To create individual subtitles, the person's name was 

replaced with the text's instances of them. To determine the accuracy of the generated captions, Bilingual Evaluation Understudy 

(BLEU) and METEOR scores were established 

.  
Fig 3: Language Model Architecture[3] 

 

Himanshu Sharma et. al.[4] suggested a technique for initiating the images that makes use of both visual and extra information from 

information sources like ConceptNet.Using Flickr8k and Flickr30k, two publicly accessible datasets, they showed the method's 

utility. The results demonstrate that the proposed model performs more effectively than the state-of-the-art techniques for generating 

image captions. Finally, we will discuss potential future developments in image captioning.  
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Fig 4: The proposed image captioning incorporating external knowledge[4] 

 

G. Geetha et. al.[5]  proposed an algorithm to aid in the global community's comprehension of where, how, and why deforestation 

occurs on a worldwide scale. Future advancements in satellite imaging technology will open up new possibilities for a more accurate 

analysis of both major and minor alterations to the planet, such as deforestation. Nearly a fifth of the Amazon rainforest has been 

destroyed in the past 40 years. This application was created to estimate and analyze the forestTo predict multiclass multi-label 

images, several classification frameworks are used, such as gate recurrent unit label captioning and sparse cross-entropy. Deep 

convolutional neural networks (CNNs) are trained using satellite imagery to learn visual attributes. By adjusting an architec ture that 

combines a pre-trained VGG-19 encoder with a GRU decoder that was trained on ImageNet data.  

 

Wang et al.[6] proposed the architecture of Bidirectional LSTM in 2016. Wang researched deep bidirectional LSTM architectures 

to enhance the output of the image captioning model and take advantage of both the past and the future information provided in the 

series during word translation. A CNN was utilized to extract the visual elements, and the deep Bi-LSTM architecture was employed 

to translate the text. According to their findings, the Bi-LSTM approach increased the formation of extended word sequences since 

it could produce successive words more effectively, which was reflected in greater BLEU.  

 
 

Fig 5: Multimodal Bidirectional LSTM[6] 

 

Fig: 5 shows a different layer where L1 is called the sentence embedding layer. The T-LSTM layer is L2. M-LSTM layer is the 

name given to L3i. And the last is the Softmax layer. By feeding sentences both in the forward direction, as shown by the blue 

arrow, and the backward direction, as shown by the red arrow, this model may produce sentences word by word over time. By 

minimizing a joint loss, our model is trainable from beginning to end.  

 

Bin Yi et. al.[7]  proposed a novel framework for video captioning that combines soft attention and bidirectional long-short-term 

memory (BiLSTM) to improve global representations of videos and the capacity to recogni ze persistent emotions in them. 

 
               Fig 6: Model Flowchart for video captioning[7] 

 

Thus, the basic implementation of the visual encoder and natural-language generator components was done using two LSTM 

networks. Then, they focused on the initial CNN characteristics, which were capable of precisely capturing the bidirectional global 

temporal structure in video clips, and employed a bidirectional LSTM network to encode video sequences. The sentences in the 

video were then converted to text using a language decoder. Experimental results show that they outperformed numerous other 

state-of-the-art approaches on the MSVD and MSR-VTT 10K datasets.  
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Md Zakir  et. al.[8] for image captioning, they recommended the Bi-Directional Self-Attention method. In several sequence modeling 

problems, a novel attention mechanism known as "self-attention" has gained popularity. This technique is attention-based and does 

not rely on LSTM/CNN. They employed bi-directional self-attention, which shifts focus backward and forward, to caption the 

pictures. They then computed attention in both directions using two masks, a front mask, and a backward mask. LSTMs cannot 

perform parallel computation because of temporal reliance, therefore to solve this problem, self-attention is used which is highly 

parallelized and does not require temporal dependency. To get a rich feature representation, bi-SAN and inter-attention can be 

effective methods. It doesn't need any repetition or convolution. As a result, it computes faster but also can record a sequence's 

distant dependencies. They have shown that the suggested Bi-SAN-based image captioning methodology outperforms traditional 

means on the ROUGH-L metrics and BLEU-1, 3, 4. 

 
Fig 7: Sequence modeling with self-attention in both directions[8] 

 

Fig 7 shows the bi-directional self-attention model which is been used in the sequence modeling in the proposed model [8] 

 

Xinxin  et. al.[9]  designed a revolutionary Check Image Captioning Job that needs reasoning about both past and future word order 

to rebuild relevant image descriptions. They demonstrate the efficacy of their strategy using both this task and the Visual Madlibs 

dataset, consistently surpassing all baseline techniques. They provided the first approximation inference approach for bidirectional 

neural sequence models' 1-Best (and M-Best) decoding. To "fill in the gaps," these algorithms use known knowledge from the past 

and the future. They create a bidirectional beam search method that is fast to calculate in bidirectional recurrent neural network 

models based on an estimation of the full joint distribution over output sequences of the image. 

 

Stefan Lee et. al. [10] developed a model for captioning images using stack parallel LSTM and triple attention. There were three 

different stages of LSTM,  The attention model is used as the LSTM model's input in the first stage, the LSTM model and attention 

model are combined in the second stage, and the attention model is used as the LSTM model's output in the third stage. By evaluating 

the model on the MS-COCO dataset, we can show that the triple attention (TA- LSTM) method, which uses visually relevant 

information at every phase of the LSTM process, enhances the model's performance in comparison to traditional LSTM.  

 

In the approach proposed by Ghadah Alabduljabbar et al.[11], the model is developed overall to perform well with minimal 

engineering work. Unlike other approaches that focus just on visual information and use structural or worldwide information, our 

approach makes use of the fine-grained visual data obtained using ResNet101. Utilizing a refining model, a clean representation 

of the retrieved object features is made[11]. 

. 

 
Fig 8: A summary of the recommended architecture.  

 

In the method put forth by Yuqing Peng et al.[12], the problem of the present image semantic comprehension model, which is 

incorrect or overlooks scene identification, and has a low accuracy rate for the description sentence, has been addressed by the 

proposal of an image semantic comprehension model combining scene components. The LDA analysis corpus's text volume is used 

by this model to determine the theme first.  

The global characteristic of the picture is then extracted using ResNet, while the deep scene feature is extracted using Places365-

CNNs. The model also makes use of the scene data from the corpus and the images. 

 

Aesthetic Image Captioning (AIC) is a specialized end-to-end network. This method was proposed by Xin Jin et al.[13] uses 

photographs and associated aesthetic judgments for training and generates textual interpretations of visual viewpoints on aesthetics. 

A model that generates sequences frequently uses ResNet101 + LSTM, where an encoder permanently encodes the data and a 

decoder word-by-word decodes it into a sequence. 
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Utilizing the ImageNet classification challenge, the pre-trained ResNet-101 model is trained following the suggested technique by 

Xianrui Li et al.[14] the attribute detection model known as AttriNET is built on the Pre-trained ResNet-101. The transfer learning 

framework is built on top of the pre-trained ResNet-101. For the same, a framework for combined attribute detection and visual 

attention is used. 

 
Fig 9: AttriNet for detecting clothing characteristics [14] 

 

In the approach put out by Shobiya L, Pradheesha R, and Prof. Kala[15], natural sentences describing an image are produced using  

a  generative model that  combines recent development 

in the vision of computers and the translation of machines. The components used in the method are analyzed as Residual Networks 

(ResNet), RNN, and the generation of sentences 

using LSTM. The model's performance is evaluated using the standard evaluation of the matrix which outperforms the previous 

benchmark models. 

 

Aishwarya Maroju et. al.[16] proposed a technique in which LSTM is used for decoding and Resnet Architecture is utilized for 

encoding. The model is been trained using data from the Flickr8k dataset. When we use the Graphic Processing Unit to execute the 

model, it operates effectively. The Resnet-LSTM model is more accurate than the CNN-RNN model and the VGG model. 

 

 

Fig 10:Resnet-LSTM Architecture[16] 

 

Yan Chu et. al.[17] presented a joint model of AICRL. AICRL can carry out soft attention-based automatic picture captioning using 

ResNet50. An encoder plus a decoder make up AICRL. The model is more efficient overall when ResNet50 is used. Performance 

on all metrics, including METEOR, CIDER, and BLEU-4, improves while using the soft attention technique.  

 
(a)                             (b) 

Fig 11: Model without(a) and with attention(b)[17] 

 

Shruti Mundargi et. al.[18] used the Resnet-LSTM model for image captioning. LSTM is used for decoding and Resnet is used for 

encoding. This model performs well with the aid of the graphics processing unit, the model was executed. Resnet50 reduces 

consumption costs and training time. 

 

Janvi Jambhale et. al.[19] provided an analysis of the visual attention mechanism. Captions using three preprocessing models 

Inception V3, VGG19, and Resnet50 were analyzed. 
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The photos' crucial components were identified. Efficient results were obtained using the Ensemble learning technique. 

 

A study emphasizing the impact of attention-based learning on automatically generated Hindi captions was presented by Abhishek 

Sethi et al.[20] in the publication. The Hindi-language Flickr8K dataset is utilized to verify how well the suggested work performs 

in terms of BLEU score. The methodology for the investigation includes a parallel architecture with two methods. The first 

method takes in the image data and generates characteristics using it. Numerous pre-trained, well-known CNN models were used, 

such as Resnet50 and VGG16. Processed reference captions are fed into an LSTM by the second pipeline. The output data from 

both streams are combined to produce captions for the image using a combination of various thicknesses composed of 256 neurons.  

 

III.DISCUSSION 

 

3.1. Resources for Computation and Model Architecture  

 

The popular encoder-decoder framework, which is adaptable and powerful, is used by the majority of the models. It is referred to 

occasionally as a CNN+RNN structure. Recurrent neural networks (RNNs) often serve as the decoder, whereas convolutional neura l 

networks (CNNs) typically serve as the encoder. The encoder serves as the "reader" of the input image by extracting high-level 

deep features. The decoder is the component that generates words; given the encoded input images provided by the encoder, it 

generates words to convey the image in a comprehensive, grammatically correct phrase. 

 

3.1.1 Image encoding by CNN 

 

CNNs are used for image encoding in all deep-learning image captioning models due to their propensity to spot patterns in the 

intensity values of individual pixels in a picture. The Image Encoding module mostly implements the AlexNet, AlexNet, 

VGGNet, VGGNet, GoogLeNet/Inception-V1, ResNet,  Inception V3, and Inception V1 CNN architectures. VGGNet is the earliest 

and most widely used option for feature extraction from photos and is chosen for both its simplicity and strength. Though it was 

also discovered that ResNet was used as an encoder in the same number of publications. ResNet is the most computationally efficient 

convolutional network available.  

 

Tabel 1: Comparison chart for table architecture 

 

 

 

 

 

 

 

 

 

 

 

 

3.1.2 LSTM for decoding 

The term "LSTMs," or Long Short-Term Memory Networks, refers to a certain kinds of RNNs that can identify long-term 

correlations. The hardest problems, such as speech recognition, machine translation, and many others, are where technology is most  

frequently applied. When training conventional RNNs, this issue was discovered because, as a neural network is advanced, if the 

gradient is very small or zero, very little to no training can occur, resulting in poor forecasting performance. Given that there may  

be delays of various lengths between important occurrences in a time series, LSTM networks are well suited for categorizing, 

analyzing, and predicting outcomes based on the dataLSTM outperforms RNN's short-term memory restrictions in terms of  

Performance, making it substantially more effective and superior. The LSTM can process inputs while processing pertinent 

information, and it can ignore irrelevant information. 

 

 

 

Architectu

re 

Year #Multi

ply-

Adds 

#Para

ms 

Top-1 

Accurac

y 

Top-5 

Accurac

y 

Resnet-50 2015 3.9B 25.5

M 

75.2 93 

Inception-

V1 

2013 1.43B 7M 69.8 89.3 

VGG 2013 15.5B 138M 70.5 91.2 

Alexnet 2012 724M 61M 57.1 80.2 
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3.2 Datasets 

1.  Flickr30k, which comprises 31,783 total images, is a popular dataset for image captioning. It takes into consideration the 

distribution of 29,783 images for training the model, 1,000 images for testing, and 1,000 images for validation. There are five 

captions for each image in this collection. 

2. MS COCO comprises one of the datasets that are most frequently used for image captioning. There are 123,287 photos in 

all. The dataset for this study was split into 113,287 photos for training the corresponding models, 5,000 images for validation, 

and 5,000 images for testing. Every image has five captions that were created by humans just for that image. 

Table 2. An analysis of the datasets 

Dataset Testing 

split 

Validation 

split 

Training 

split 

 

Total 

images 

MS COCO 41k 83k 83k 144k 

Flickr30k 1k 1k 28k 30k 

IV. COMPARATIVE STUDY 

4.1 Results and conclusion of t h e  existing system 

Soh, Moses et. al. [1]- The projection of a sentence's hidden states into two dimensions is contained in the results. Despite being 

conditional on different picture vectors, the first sentence pair shows that emitted words with similar semantic meanings shi ft the hidden 

state in the same direction. The second pair of sentences demonstrates how the emitted sequence shifts the hidden dimension similarly, 

with the hidden state sentence representation only diverging after the sentence starts to explain variations in the images. 

R. Subash et. al. [2]- A calculation known as a bilingual evaluation understudy (BLEU) evaluates the type of content that a computer 

has been able to comprehend. It was one of the key metrics to get a strong correlation with human judgment. On the MSCOCO data 

set, they compared our model to other models that are already in use and found that it performs well.  

Abisha Anto Ignatious. L  et. al. [3]- The suggested model is put into practice utilizing Keras and a Tensorflow backend. The featurey 

As a language model, the LSTM with 128 cells is employed. 60% of the data set is used for training, 20% for validation, and 20% for 

testing.  

Himanshu Sharma et. al. [4]- The results show that the suggested model outperforms the most recent methods for creating image 

descriptions. They demonstrated the model's efficacy using the widely used, freely accessible Flickr8k and Flickr30k datasets . 

G. Geetha et. al. [5]- Findings vary depending on CNN: The Attention-based technique relies on a variety of different convolutional 

neural networks to get its results. Here is the outcome of a few tests. The foundation of attention-based approaches is the convolutional 

feature of convolutional neural networks; these features are used throughout attention-based methods by various CNN architectures.  

Wang et. al. [6]- Because the Bi-LSTM architecture was more efficient at producing consecutive words, as demonstrated by higher 

BLEU scores, longer word sequences were produced. The results showed that the suggested bidirectional LSTM method optimized 

the generated captions. A bidirectional LSTM model proves that multi-task learning is beneficial to increase model performance. 

Bin Yi et. al. [7]- Experiments on the MSR-VTT 10K and MSVD datasets demonstrated that they outperformed several other cutting-

edge methods. Better global representations  for videos can be created using a BiLSTM and a soft attention mechanism, which can also 

improve the detection of long-lasting motions in videos. 

Hossain, Md Zakir  et. al. [8]-  Both forward and backward attention is been done. It achieves great performance on par with cutting- 

edge techniques. It Interattention and bi-SAN can be effective strategies for obtaining a rich feature representation without the need for 

recurrence or convolution. Consequently, it requires less computing time.  

 

Zhu, Xinxin  et. al. [9]- With results, they observe that the performance gets better than the base models. The test result is produced 

using a single model rather than the ensemble process. The triple attention mechanism and the LS-LSTM can produce sentences that 

are more legible and fluent, according to experiments.  

Qing et. al. [10]- Developed a novel Bidirectional Beam Search (BiBS). Unidirectional RNNs generate illogical outputs because they 

are unable to construct meaning of both previous and upcoming outputs. For Bidirectional RNNs, this is the first top-B MAP inference 

approach.                                                                                                                                                

               

Ghadah Alabduljabbar et. al. [11]- Instead of simply focusing on increasing visual features as in earlier methodologies, this model 
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uses the extracted characteristic features and an attention-on-attention process to describe the interactions among elements in the 

image. 

Yuqing Peng et. al. [12]- The study of the experiment's data shows that this method's double Long short-term memory fusion 

model and scene factors focus more on the impact of scene on total semantic meaning. By contrasting the model's experiment 

findings with those from the references, it has been established that the model presented here is accurate.  

 

Xin Jin  et. al. [13]-  A new dataset of image aesthetics has been constructed. An image aesthetics-based latent Dirichlet assessment 

model was used to filter the constructed dataset. Finally, FAE-Captions, a new picture aesthetics dataset, is acquired. A novel 

convolutional neural network model that can generate ideal aesthetic comments demonstrates the effectiveness of the suggested  

model and the advantages of the data set.  

 

Xianrui Li et. al. [14]-     The proposed captioning for the clothing image effectively captures the image's characteristics and 

demonstrates the value of the work. With the help of a joint attribute detection and visual attention framework, the generation of 

captions is done. 

 Shobiya L et. al. [15] - The proposed model was built using a single encoder-decoder architecture. A CNN named ResNet101 

was used as the encoder to turn a picture into a mini representation with graphical elements.  The decoder for the descriptive 

sentence was then chosen as a language model LSTM. In the meanwhile, we combined the LSTM with the sensitive attention 

model so that learning may be targeted at a specific area of the image to enhance performance.  

Aishwara Maroju et. al. [16]- Results of the suggested solution have demonstrated that the accuracy was relatively poor in the 

early periods. The captions generated were related if the model was run for more than 20 epochs. The accuracy was improved for 

50 eras, and the captions were more accurate.  

Yan Chu et. al. [17]- ResNet50 and LSTM-based automatic picture captioning methodology is offered. One encoding and one 

decoding device make up the AICRL model. The CNN uses the ResNet50, which aids in the generation of a vector with a fixed 

length. The following sentence is predicted by the decoder using the LSTM, which concentrates on specific areas of the image. 

The MS-COCO dataset, which aids in the intended descriptive sentence, was utilized to prepare the AICRL model. 

Shruti Mundargi et. al. [18]- Results from the suggested solution indicate that the crucial elements of the photos were recognized. 

They employed the essemble learning technique, which combines the output of two or more machine learning models.  

 

Janvi Jambhale et. al. [19]- A Res-Net-LSTM neural network-based model that can recognize objects in photos and produce 

descriptions for them is introduced. In this case, LSTMs are employed for decoding whereas Res-Net structure is used for encoding. 

When a picture is uploaded to Res-Net, it first extracts the image's features before training the model with these two inputs. 

Vocabulary is constructed using training caption data. After the model definition and fitting, the model was trained over 50 

iterations. Early training epochs were found to provide captions that were not substantially related to the provided test images and 

had rather low accuracy. If the model has been trained for at least 20 epochs, the generated captions have some relationship to the 

given test images. They observe an increase in model accuracy and captions that are closely related to the test images after 50 

epochs of model training. 

 

Abhishek Sethi et. al. [20]-  The results from the suggested model were not accurate as perversions of the English language. They 

used the flickr8k dataset, a well-known dataset for image captioning, as well as a Hindi version of the dataset that contains English 

captions in Hindi. The conversion cannot be completely precise because the grammar and vocabulary of the English and Hindi 

languages differ significantly. The model is trained using the provided captions, and it produces results appropriately.  

 

V.CONCLUSION 

 

Automated algorithms for detecting precancerous and cancerous lesions utilizing pictures collected during VIA are particularly 

promising for countries where expensive instruments and qualified workers are few, and where the majority of cervical cancer 

fatalities occur. A CNN-LSTM architecture has numerous uses in computer vision and natural language processing. Extremely 

powerful CNN networks can be used simultaneously for sequential data, like natural language. Resnet-LSTM is used to predict 

captions for the images. The Flickr 8k dataset's photos have anticipated captions. The model can automatically analyze an image 

and offer suitable captions in languages like English. Comparing ResNet-LSTM to CNN-RNN and VGG Models, the former is 

more accurate. This model performs well when it is run on the Graphic Processing Unit. The future scope for image captioning is 

the model for picture captioning powered by AI: It is an automated application that efficiently creates brief and insightful 

descriptions for massive amounts of photos. The model extracts detailed textual information about the provided photos using Natural 

Language Processing (NLP) techniques and computer vision.  
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