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Abstract: A lot of study in computer vision and agriculture is done on using Convolutional Neural Networks (CNN) and the VGG16 

architecture to find diseases in rice plants. One of the main goals is to make a model that can correctly tell the difference between 

pictures of different rice plant diseases. CNN is a deep learning method that is often used to recognize pictures. VGG16 is a type of 

CNN that is known for how well it does at classifying images. 

 

To train the model, we need a set of pictures of both healthy and sick rice plants, with enough of each type of disease shown. The 

computer can then learn to tell the difference between the diseases. We use the VGG16 architecture to teach the CNN model once we 

have the information. The model learns to find patterns in pictures that show whether a plant is healthy or sick during training. We can 

use a different set of pictures to test the model and see how well it does after training. We use precision, memory, and the F1 score to 

measure how accurate it is. 

 

This study could help farmers a lot by finding and treating diseases in rice plants early on. This could lead to higher crop output and 

more food security. One interesting way to use technology to help farmers is in this way. Deep Convolutional Neural Networks (DCNN) 

and transfer learning are used in the suggested method, which seems to be good at correctly identifying six types of diseases in rice 

plants. Farmers can keep an eye on their fields more efficiently by using IoT and drone technology. This cuts down on the need for 

costly manual checks. 

 

The proposed method seems like it could be used in the real world because it is very accurate. It's interesting that this method works 

better than similar ones that have been used in previous studies. Overall, using this method could increase crop output and help ensure 

food security by making it easier to find and treat rice plant diseases early on. 
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I.INTRODUCTION 

 

Agriculture is an important part of India's economy; it employs more than half of the people and makes up 18–20% of the country's 

GDP. But farming has a lot of problems, such as using old techniques, chemicals in the wrong way, not having enough water, and plant 

diseases. Plant diseases can cause big losses in food production; they can cause up to 30% of the damage. Finding these diseases by hand 

takes a lot of time and isn't always correct, so we need new ways to do it. Thanks to progress in technology, we can now correctly find 

and name plant diseases, which means they can be treated better. Using convolutional neural networks (CNN) and other deep learning 

techniques, this system aims to find 14 different types of plant diseases. These include diseases that affect corn, grapes, oranges, 
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peaches, peppers, potatoes, raspberries, soybeans, squash, strawberries, and tomatoes. A statistical model is used by the system to handle 

and sort the images that are sent to it. 

 

In many places, especially in places with lots of people, like China, India, and Pakistan, rice is a main food. In the same family as wheat, 

corn, and barley, it is called Orza. People like rice because it is very healthy, which means that billions of people need it. But there are 

different kinds of rice and different ways to grow them. Before they are harvested, rice plants go through similar stages of growth. About 

15% of farmland in the world is used for rice farming, with eastern India and Pakistan being the main production areas. Diseases like 

sheath blight, leaf blasts, and brown spots have made rice production go down in recent years. These diseases can have a big effect on 

grain quality and yield. Early detection is very important, but farmers can't check each plant individually on big farms, so it's hard to 

keep an eye on everything all the time. Farmers can't do regular checks because of the cost, size, risk of mistakes, and damage to plants. 

There are many things that go into diagnosing agricultural problems, such as the surroundings and conditions. However, advances in 

technology such as Artificial Intelligence (AI) and Machine Learning (ML) help farms find rice diseases early on. It is now easier to find 

infected crops and put diseases into groups thanks to progress in digital picture processing and recognition. Along with AI and ML, 

some experts want to use drone technology, the Internet of Things (IoT), and cloud computing. To boost output and quality while 

lowering costs for farmers and consumers, there needs to be a way to find rice diseases early on. Over three billion people around the 

world eat rice every day, so study in this area is very important. The purpose of this project is to create a system that can automatically 

find, classify, and identify diseases in rice plants using improved machine learning and deep learning methods.  

 

 

II.RELATED WORK 

 

Using different machine learning techniques, different experts have come up with different ways to find and classify diseases on plant 

leaves. Hossain et al. [1] used the K-nearest neighbor (KNN) classifier to look at features in pictures of diseased leaves and got a 

classification accuracy of 96.76% for a number of common plant illnesses. A study by Sammy et al. [2] used a convolutional neural 

network (CNN) to accurately group nine types of leaf diseases from tomato, grape, corn, apple, and sugarcane plants. Kumari et al. [3] 

used K-means clustering and an artificial neural network (ANN) together to pull out different image features and sort them into four 

different disease categories. However, their method was not as accurate on average. In their study [4], Merecelin et al. used a CNN to 

find diseases on the leaves of apple and tomato plants. After training on a collection of 3663 images, the CNN was 87% accurate. 

 

Using deep learning models to find diseases on tomato fruit and leaves has been the subject of several studies. Jiayue et al. [5] used the 

YOLOv2 CNN method to find sick tomato fruits and got a mean average accuracy (MAP) of about 97%. Robert G. et al. [6] created a 

CNN-based system to find different kinds of diseases on tomato leaves. The F-RCNN trained model had an 80% confidence score, while 

the Transfer Learning model had a 95.75% success rate. Halil et al. [7] used the Alex Net and Squeeze Net designs to build deep 

learning models that were accurate 95.6% of the time and 94.3% of the time. Sabrol et al. [8] suggested a simple way to sort the different 

diseases that show up on tomato leaves. They got very good results with a supervised learning method and decision trees, but they can 

become too good at what they do when they have confusing data. One big problem with Jiayue et al. [5] was that each picture had to be 

tuned differently. On the other hand, Ch Usha Kumari et al. [3] said that their system, which used K-Means clustering and Artificial 

Neural Network methods, wasn't very accurate. 

 

III.PROPOSED SYSTEM 

 

At the moment, farmers have to look inspect huge areas of farmland to find diseases in rice plants, which takes a long time and a lot of 

work. Also, you need to know a lot about diseases, which makes early evaluation hard and expensive. This can lead to big drops in 

production every year, anywhere from 20% to 40%. Using CNN and VGG16 algorithms, the proposed method provides a more accurate 

and cost-effective way to find diseases in rice plants. With the non-normalized expanded dataset, it has a higher accuracy rate of 96.08%. 

It also has accurate measures of precision, recall, specificity, and F1-score. The system is also made to work well with drones and the 

Internet of Things (IoT), which lets diseases be found in big farmlands in real time. This new way of doing things could save farmers 

time and money, which would lower the price of rice for everyone. 

 

Key Technologies: 
 

Here are some deep learning techniques that can be used with CNN and VGG16 to find diseases on rice plants: 

 

Knowledge Transfer: This method, called transfer learning, uses a model that has already been trained to do a new job. We can make the 

current VGG16 model work better for our needs when it comes to finding diseases in rice plants. 

 

Data Augmentation: Adding new training cases to an existing dataset is called data augmentation. It can be used to make more pictures 

of rice plants from different views, with different lighting and backgrounds. 
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Neuron Dropout: Dropout is a way to make deep learning stronger by stopping it from overfitting. It works by turning off neurons at 

random during training. This makes the neurons less dependent on each other and helps the network learn more general traits. 

 

Batch Normalization: This method makes deep neural networks more stable and speeds up training by giving each layer's data a mean of 

zero and a standard deviation of one. 

 

 Convolutional Neural Networks (CNNs): CNNs are a type of neural network architecture that works really well for 

jobs that need to recognize images. They use convolutional filters on the pictures they are given to pull out important features. 

 Gradient Descent Optimization: This is a way to keep the loss function as low as possible during training. In deep 

learning, Adam algorithm is often used. It is a type of gradient descent. 

 

Using CNN and VGG16, these deep learning methods can be put together and changed to fit the needs of finding diseases in rice plants. 

 
 

Fig1: VGG16 Model 

 

IV. STEPS FOR PROPOSED MODEL 

 

Here is a plan for using CNN and VGG16 algorithms to find diseases in rice plants: 

 

Collecting Data: Put together a set of shots of both healthy and sick rice plants, with the disease type clearly marked on each one. 

 

Data Preparation: Make the dataset ready by reducing images to the same size, normalizing pixel values, and rotating, flipping, and 

cropping images to make them more diverse. 

 

Divide the dataset into three parts: training, validation, and testing. Each part should be 70% of the whole dataset, while the other three 

parts should be 15% each. 

 

Model Choice: the VGG16 design should be used as the CNN's base model. 

 

Fine-tuning: Make the VGG16 model better by fixing the first layers and adding custom layers on top for disease classification. 

 

Training: Use the Adam optimizer and the categorical cross-entropy loss function to train the model on the training group. Make sure 

there are enough epochs to get the best results on the validation subset. 

 

Model Assessment: Use measures like accuracy, precision, recall, and F1 score on the testing subset to judge how well the trained model 

worked. 

 

Model Implementation: Put the learned model to use in the real world, for example by making an app that helps farmers quickly spot 

diseases on rice plants. 

 

This suggested model starts with a VGG16 design that has already been trained. It then changes it to classify diseases in rice plants and 

tests how well it works on a separate set of plants. A model like this could help farmers find and treat rice plant problems more quickly, 

which could increase crop yields and make sure there is enough food for everyone. 

 

 

http://www.ijrti.org/


 © 2024 IJNRD | Volume 9, Issue 3 March 2024| ISSN: 2456-4184 | IJNRD.ORG 

IJNRD2403362 International Journal of Novel Research and Development (www.ijnrd.org) 
 

 
d450 

c450 

 

 

V.RESULT AND DISCUSSION 
 

 
Fig2: Registration Page 

 

 
Fig3: Upload Dataset 

 

 
Fig4: Train Model 

 
Fig5: CNN Model 
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Fig6: CNN Model accuracy.  

 
Fig7: Train Model 

 
Fig8: CNN Model 
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Fig9: CNN Model accuracy.  

 
Fig10: Train Model 

 

 
Fig11: CNN Model  
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Fig12: CNN Model accuracy.  

 

 
Fig13 VGG16 Model Prediction & Actuality 

 
Fig14 VGG16 Model Prediction & Actuality 

 

 

 
Fig15 VGG16 Model Prediction & Actuality 

 

 

VI.CONCLUSION 

 

Diseases that affect rice leaves often cause big drops in output, but finding them by hand is hard and takes a lot of time. As computer 

vision gets better, automated ways may be able to find and diagnose rice leaf diseases more accurately. This research uses a better deep 

learning transfer method and gets an amazing 96.08% accuracy rate on a sample with healthy leaves and five common diseases. The 

system also works with drones and the internet of things (IoT), which lets doctors make diagnoses in real time in the field. In the future, 

efforts will be made to expand the system so that it can identify more rice diseases and look into how it can be used in similar ways with 

other important crops. 
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The CNN and VGG16 algorithms are used in this project to create a custom deep learning-based transfer learning method for accurately 

finding and diagnosing diseases in rice plants. The method is very good at telling the difference between six types of diseases that affect 

rice plants: narrow brown spot, leaf scald, leaf blast, brown spot, and bacterial leaf blight. The proposed system is much more accurate 

than similar methods that have been used before; it gets a peak average accuracy of 96.08% when using the non-normalized augmented 

dataset. 

 

Using drones and the internet of things together makes it easier to diagnose diseases in rice plants in real time. This could allow early 

action, which would cut down on production losses and improve food security. In the future, work will focus on creating a complete IoT 

system based on drones that can be tested in real life and expanding the technology's use to include other important plant leaf illnesses. 

Basically, this project shows how deep learning-based methods can be used in agriculture, especially to find and diagnose plant 

problems early on, which could have big positive effects on both the economy and society. 
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