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Abstract— Face has been used as one of the mainstream manners for user identification. However, with the popularity of face-swapping apps, 

it takes only a few seconds to change the faces between two facial images. Such swapped results, when using improperly or carelessly, might 
create some security issues in certain applications. This paper is the first work to address the importance of this issue and discusses the 

feasibility to achieve an automated face swapping detection through machine learning. Several approaches are tested on a face swapping 

database derived from a face benchmarking repository. The best solution in the experiments achieved a detection accuracy of over 92%.  
 
Keywords-face swap, face replacement, face changing, forgery detection, image forensics. 
 

I. INTRODUCTION 
 
Face recognition technology uses an image captured by a digital camera or live data feeds to identify or authenticate an individual, by 
analyzing the unique characteristics of face regions and comparing them with some known template(s). Such techniques have bee n 
widely used and developed in many applications [1, 2, 3] due to it being user friendly, non-intrusive, direct and cost effective, i.e., face 
images could be easily captured immediately with many available devices. However, such easy-to-be-collected nature also raises the 
risk that face information might easily fall into the wrong hand and is used in a malicious way. 
Techniques attempting to attack such identification or authentication systems are named as face spoofing, which occurs when a  person 
tries to masquerade as someone else by falsifying data and thereby gaining illegitimate access [4]. Specifically, current falsifying data 
are fake copies of an authorized client's face, in forms such as photos or videos [5, 6]. For example, the attacker can direc tly download 
the facial images through social network platform and use such information directly to break the reco gnition system. Thus, a key 
research problem here is face liveness detection which aims to identify if the source of the feeding to the system is live or  fake. For 
example, Chingovska et al. inspected the  
 
 
 
potential of texture features based on Local Binary Patterns (LBP) to detect the face liveness [7]. Extended from this, Pereira et al. [8] 
extended LBP approach into the spatio-temporal domain which achieves a 15% improvement. More recent work can also be found in a 
survey [9].  
With the enormous development in the field of image processing, another new type of face spoofing attracts our attention: instead of 
directly using the victim’s facial image, the attacker can swap the face between two facial images.   
 
 
 
 
 
 
 
 

 
Figure 1. An example of face swapping results using an open software  

[12]. From left: original face 1, original face 2, swapped result 1, swapped result 2. The original images come from Google Image Search. 
 
This cheap trick can be referred to the ancient Chinese dramatic art “Bian Lian” [10] that the actor changes from one face to  another 
instantaneously. The magic is that the swapping operation is now automated by computer software including mobile and desktop 
applications [11, 12, 13] and it can be done in just a few seconds. In such a way, the generated image will be a new image which has 
never been used before and suitable for spoofing purpose. Figure 1 shows some example swapped results using a free face swapping 
software [12]. The results are quite realistic and sometimes are even impossible for human examiner to detect. To distinguish this 
scenario from the existing face spoofing techniques, we name this attack as face swapping. And in this paper, we refer to the images 
with and without swapped faces as swapped images and innocent images, respectively.  
To act against this new attack, this paper discusses the feasibility to leverage classic machine learning technique to detect  the swapped 
images based on the visual information derived from the images themselves. To the best of our knowledge, this paper is the first work 
to address the importance of face swapping detection and introduces an automated solution. From the face images, we firstly detect 
their keypoints and represent each of them by a descriptor capturing the local information. As the number of such keypoints is not 
trivial and they are independent from each other, we apply a clustering among all descriptors, the centroids of which compose  a 
codebook. Using such codebook, each image could be encoded to a compact version to represent the distribution of the codebooks’ 
composing entities. This new feature is fed into either linear or non-linear based machine learning to predict its authenticity. This 
proposed solution can be taken as an additional function to some existing systems (e.g., face verification) to further enhance their 
security.  
The paper is organized as follow: section II introduces our main approach including a part describing how to create 
a swapped image. Section III delivers the experiments based on a benchmark dataset. Section IV concludes the paper.  

 

II. THE APPROACH 
 
A.  Face Swapping 
 
To prepare a sufficiently large face swapping database for learning, we firstly achieve an automated face swapping among a batch of 
face images. We do not directly use the existing softwares as they can only swap two faces at a time and only through manual 
operations.  
During face swapping, there are mainly four steps as follows (an example is shown in Fig. 2): 
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1) Determine the facial landmarks. In this work, we extract the 83 landmarks for each face. Two examples are shown in Fig. 2(c -d), 
from which we can see that the outer contour of these landmarks defines the region to be exchanged.  
2) Align two faces using the detected landmarks based on the thin-plate spline model [14]. During this step, the replaced faces might 
be rotated and scaled to the original face (see Fig. 2(e)).  
3) Color correction. To generate realistic faces, we should ensure the skin-tone and lighting between the two images is similar and 
will not cause obvious discontinuity around the edges of the overlaid region. For this purpose, we applied a Gaussian smooth filter on 
the mask, using which to blend two face images (see Fig. 2(g)).  
4) Blend the second face to the original one using the smoothed mask (see Fig. 2(h)).  

 

B. SURF Descriptor 
 
The face images are usually described by features instead   
of directly using the pixel values for the purpose of machine learning. In fact, local feature/descriptor describes a pixel in an image 
through its local neighborhood contents. Such feature representation should be distinctive and at the same time invariant to the 
environment changes such as the light conditions. 
Speeded up robust features (SURF) [15] is one of the most well-known local descriptor which is robust to small image deformations. It 
is designed to address the spatial distribution of gradient information within a small neighborhood of a keypoint.  
In our work, we choose to use SURF as it has a compact representation. The SURF feature vector of a keypoint only consists of 64 
values which enables efficient computation. Moreover, a few approximations for the image response are applied by SURF for fur ther 
acceleration.  
The keypoints of an image could be identified in two different manners. The first one is through some interest point detection app roaches, 
where the interest points are identified at different scales through Gaussian smoothing and sub-sampling. Alternatively, the keypoints can be 

detected from a regular grid within the image. The rationale behind is to ensure sufficient texture or illumination information 
 
 
 
 
 
 
 
 

(a) (b)  
 
 
 
 
 
 
 

(c) (d) (e)  
 
 
 
 
 
 
 

(f) (g) (h) 
 
Figure 2. The procedure for face swapping: (a) original image. (b) image to be replaced with; (c) landmarks of (a); (d) landmarks of (b);  
(e) aligned face of (b); (f) the face region to be cropped from (e); (g) a smoothed mask; (h) swapping result.  

 
within an image could be preserved, which might be missing in the first approach since it usually takes fewer keypoints. However, the 
grid approach might also include some less discriminative points, which is a tradeoff. In short, local descriptors are extrac ted at pre-
defined grids so that they represent a dense description of the image contents. The two approaches are evaluated in our experiments.  

 

C.  Bag of Words 
 
On the obtained SURF features, we adopt a bag of word (BoW) model [16] to represent the image in a more compact and effective  
manner. There are two stages to generate a BoW model: 1) quantize the descriptors into visual words to form a codebook (codebook 
generation); 2) find the occurrences in an image of each specific visual word in the codebook and represent them in a histogram (BoW 
feature construction).  
To generate the codebook, we perform a k-means clustering over all selected SURF descriptors from the training data. These training data 
should include approximately same number of swapped and innocent face images to avoid bias. Denote the descriptors as X and the clusters as 
C, then we aim to find the N cluster centers by minimizing the sum of squared Euclidean distances between all points and their nearest cluster 
centers as shown in the equation below, 

Distance(X, C) = ∑  ∑  (  −  )2, (1)  
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Figure 3. Illustartion of BoW extraction. 

 

where is the total number of descriptors for the cluster In our experiments, we test different values of N and finally choose  a value of 
N=512, using which the performance is sufficiently good. The minimization could be achieved by firstly randomly initializing N cluster 

centers, and then assigning each descriptor to their nearest cluster center. We re-compute the cluster center as the average of all its 
composed descriptors and update summed distance using Equation (1) until convergence.  
 
Once we have generated the N visual words, they are composed to a codebook. The next step is to encode such visual words into  each 
query image. Specifically, for a query image, each of its extracted descriptor is mapped to its nearest cluster centroid by,  
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should be able to predict the attribute of an image which is not included in the training set. Therefore, the performance of the trained 
classifiers is evaluated on a test set of images exclusive to the training set.   
Compared to current popular deep learning tools that require large dateset of hundred-thousands of images for training [20], SVM [17] 
is a lite tool that can be easily applied to the relatively small-scale task in this paper. More importantly, the data represented by the 
feature descriptors may not be linearly separable in practice, and the SVM provides two different ways to measure the relatio nship 
between two feature vectors, i.e., the linear kernel and the nonlinear radial basis function (RBF) kernel. Formally, if we represent two 
feature vectors by and , the linear and RBF kernels can be expressed as following, respectively.   

={  =1,⋯,   } (  −  )2. (2) 
 
Finally, the image is represented by a histogram which counts how many descriptors belong to each visual word, 
 

(,)=  , (4) 
2  

( ,  ) = −  ‖  −  ‖ . (5)   

BoW =  ([n1, n2, ⋯ , n ]), (3) 

Here  (∙)  denotes  transpose  and  ‖∙‖ is  the  L2-norm  of 
 

vector,is  the  RBF  kernel  parameter.  We  employ  the 
 

Where  ni  is  the  count  for  cluster,  and   (∙) is  a 

LIBSVM library [17] to tune and choose the parameters for  
 

training linear and nonlinear models on the training data. 
 

normalization function to ensure no bias will be introduced Apart from the SVM classifiers, we also adopt RF [18] 
 

for images with different number of descriptors. Figure 3 and MLP [19] as comparisons. Specifically, the RF we used 
 

illustrates the conceptual procedure of extracting BoW from is an ensemble of many fisher linear discriminants (FLDs)  
 

the face images.  
as  base  learners.  Its  performance  is  presumed  to  be  

  
 

  comparable to the linear SVM classifier. For the nonlinear 
 

D. Classifier  SVM classifier with the RBF kernel, a three-layer MLP is 
 

The above process of BoW extraction can be applied to 

taken as a competitor since it uses the tanh function (i.e., the  
 

hyperbolic tangent function) for nonlinear activation in the 

 

either  an innocent  image  or  a  swapped  image after  face 
 

single hidden layer. 

 

swapping. The task of judging a given image’s innocence is 
 

 
 

then  considered  as  a  2-class  classification  (or  binary 

III.  EXPERIMENT 

 

classification)   problem.   Concretely,   machine   learning 
 

techniques such as support vector machines (SVM) [17], 

A.  Dataset 
 

random forest (RF) [18] and multi-layer perceptrons (MLP) 
 

The LFW face database [21] has been used to create the  

 

[19] are adopted to train classifiers on some labeled images,  
 

i.e., a training set of images. A decently trained classifier face swapping datasets. LFW is a well-known benchmark in 
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the task of face verification. Specifically, it contains 13,223 color face images each with resolution 250x250. As a preliminary test, we 

randomly generated 5000 swapped faces using the techniques described in Section II-A, and randomly selected 5000 innocent face 

images. Among these 10,000 images, 80% of them including half swapped and half innocent are used for training, and the rest 20% 

are for testing. Note that we have manually excluded some images with special marks among the face regions in the images, e.g., a 

hand is put on the face. Such processing is to ensure the generated images to be as realistic as possible. 

 

B.  Experimental Results 
 
1) The selection of keypoints 
 
As mentioned in Section II-B, we need to determine the keypoints in images using two methods. The first way is to conduct a grid 

division for each image and we took the grid-step as 8. The second solution is to detect the interest points of an image using an 

existing solution [15] and treats them as the keypoints. For either of the solutions, the descriptors of keypoints were extracted and 

were fed to a clustering system to generate the BoW features. Classification is then performed by the SVM classifiers. We reported 

the results of each in the following two tables (Table I and Table II). We can see that the latter detector-based BoW features are better 

classified through both the linear and nonlinear SVM classifiers. Comparing the linear and nonlinear kernels, the optimized RBF 

kernel obtains a significant performance gain than the linear and the default RBF settings.  
 
TABLE I. USING GRID-BASED BOW FEATURE (DIMENSION OF BOW IS 
512, RBF-OPT DENOTES SVM WITH OPTIMIZED RBF KERNEL) 
 
   SVM   
      

  Linear R B F  RBF-opt 
      

Precision 0.6858 0.6408  0.7831 
      

Recall 0.8360 0.7010  0.9100 
      

Acc uracy 0.7265 0.6540  0.8290 
      

F1 0.7535 0.6695  0.8418 
      

TABLE II. USING DETECTOR-BASED BOW FEATURE (DIMENSION OF 
BOW IS 512, RBF-OPT DENOTES SVM WITH OPTIMIZED RBF KERNEL) 

      

   SVM  
      

  Linear RBF   RBF-opt 
      

Precision  0.8263 0.7700  0.9704 
      

Recall  0.8280 0.8301  0.8850 
      

Accuracy  0.8270 0.6790  0.9290 
      

F1  0.8272 0.7470  0.9257 
      

 

2) The size of bag of word 
 
When compressing the SURF features in the form of BoW, it is necessary to choose a proper number of visual  
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words. A small size would bring significant degradation to the classification performance but a large size may slow down the 

computation. To investigate the effect of the BoW size, we set it to 128, 256 and 512, respectively and presented the results  as 

following: 
 

TABLE III. THE EFFECT OF THE BOW SIZE (USING SVM WITH 
 OPTIMIZED RBF KERNEL)  
    

  Size of BoW  
    

 128 256 512 
    

Precision  0.8249 0.9190 0.9704 
    

Recall 0.7820 0.8850 0.8850 
    

Accuracy 0.8080 0.9035 0.9290 
    

F1 0.8029 0.9017 0.9257 
    

 
From the results in Table III, we observed that generally the larger the size of BoW, the better the classification. But the improvement 
gain from 256 to 521 is much less than that from 128 to 256. Therefore, considering the balance between classification performance 
and computational efficiency, 512 should be sufficiently good for detecting face swapping.  

 

C.  Classifier Performance 
 
We also investigated the performance by adopting other classifiers, which include a linear candidate RF and a  nonlinear competitor 

MLP. The RF takes the default setting in [18] and the hidden layer size of the MLP is set to 800. We also reported the equal error rate 

(EER) of the three methods as below. 
 

TABLE IV. PERFORMANCE COMPARISON USING DIFFERENT 
  CLASSIFIERS    
        

  Linear  Nonlinear  
        

  SV M-lin ear   R F  SVM-RBF MLP  
        

 Precision  0.8263  0.8113 0.9704 0.9342  
        

 Recall 0.8280  0.8640 0.885 0.9370  
        

 Acc uracy 0.8270  0.8315 0.929 0.9355  
        

 F1 0.8272  0.8368 0.9257 0.9356  
        

 1-EE R  0.8270  0.8280 0.9410 0.9350  
        

 
We plotted the receiver operating characteristic (ROC) curves to explicitly compare the different classifiers in Figure 4 with the 
horizontal axis representing the false positive rate and the vertical is the true positive rate. Visually, the closer the curve is to the upper 

left corner, the better the corresponding method works. In the figure, we can clearly observe the performance difference among the 

four methods. RF performs similarly to MLP-linear and MLP performs similarly to SVM-RBF, which is as expected as approaches 

belonging to the same category (linear or nonlinear) work similarly. However, there is a big gap  
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Figure 4. ROC curves of four different classifiers. 

 
between linear and nonlinear classifiers where the later ones work much better. Specifically, SVM-RBF works slightly better than 

MLP. This can also be observed by their EER values in Table IV.  
 
 

IV. CONCLUSION 
 
This paper presents a preliminary study on the detection of face swapping attacks. We briefly introduce the process of swapping the 

face regions between face images of different persons. We establish a dataset including both swapped face images and innocent face 

images. A feature set of BoW was demonstrated as an effective image representation for describing the face features and providing  

distinguishable information for the different classifiers to identify the swapped images from the innocent ones. Extending the current 

work of face swapping detection from still images to live videos would be an interesting direction of our future work.  
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