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Abstract:  In the present-day period, pores and skin disorders have emerged as major health issues, necessitating advanced 

analysis techniques. Partitioning the lesion vicinity is a vital step in deep learning-based computer-aided analysis, which has 

become famous as a beneficial device to help doctors in diagnosing patients. However, good-sized pixel-level labeling is 

generally wanted for completely supervised training with conventional scientific image segmentation techniques, that is a hard 

and specialized understanding-extensive manner. This novel approach to pores and skin lesion area segmentation that simplest 

makes use of photo-stage labels to solve those issues and reduces the costs of pixel-stage labeling. The purpose of this study is to 

research and determine strategies designed specifically for the identity of pores and skin melanoma. The goal is to evaluate the 

efficacy and relevance of those various strategies in improving the sector of cancer detection and prognosis. In cutting-edge times, 

skin illnesses pose sizable fitness concerns, driving the need for advanced diagnostic equipment. This novel method is proposed 

that utilizes photo-stage labels to segment skin lesion regions, decreasing the want for extensive pixel-stage labeling. The study 

focuses on evaluating approaches customized for the detection of skin melanoma, including traditional dermatoscopic image 

analysis and overall body assessments. Through an exploration of these methods, the aim is to assess their effectiveness in 

enhancing melanoma detection and diagnosis. 
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VGG16 

 

1.INTRODUCTION 

        Skin cancers, one of the common cancers, pose a significant problem in modern-day society. Given the pores and skin's 

fame as the frame's largest organ, its miles a high goal for malignant growths. Skin cancers may be broadly categorized into non-

cancer and melanoma pores and skin cancers. Its massive occurrence and health influences underscore the significance of know-

how and addressing this disorder within present-day healthcare practices [1]. 

        The regular form of malignancy, especially dreams the pores and skin's tissues, foremost to the weird growth of skin 

cells. Laying open to ultraviolet (UV) radiation from daylight or artificial assets which include tanning beds is a significant risk 

element for the improvement of pores and pores and skin most cancers. UV radiation can activate DNA damage in skin cells, 

causing genetic mutations that disrupt normal mobile talents. These mutations cause aberrant cell increase and department, 

initiating the formation of malignant tumors in the pores and pores and skin [2]. 

        Skin lesions are abnormalities observed either on the skin's surface or under it. They are normally labeled into groups: 

benign skin tumors, including moles (nevi) or cysts, which pose minimal chance to health, and malignant tumors, including 

cancerous lesions like cancer, squamous mobile carcinoma, basal cellular carcinoma, and others. While pores and skin lesions are 

widespread, accurately characterizing them stays complicated, and the automatic identity of malignant tumors from dermoscopy 

pictures affords an enormous assignment [3].  

Lesions frequently take place as coin-shaped formations with nicely defined borders, sticking out from the skin with a 

tough, dull, or punched-out floor texture. Alternatively, flat lesions showcase a smoother floor and are minimally raised above the 

skin's surface. Early detection and treatment of melanoma offer a danger for treatment; however, if left untreated, the cancer can 

metastasize and emerge as life-threatening [4]. 

In the area of pores and skin lesion photograph evaluation using deep studying techniques, a good-sized hurdle emerges 

because of the scarcity of adequate education records. Although transfer getting to know affords a viable strategy to deal with 

facts limitations, the inherent dissimilarities between the source and goal datasets frequently cause the oversight of vital records. 

Uncovering the important expertise unnoticed by using transfer gaining knowledge will become pivotal for optimizing the 

effectiveness of skin lesion classification fashions [5]. 

In cutting-edge research, each gadget learning and deep studying has been appreciably studied for improving most 

cancer detection, using numerous datasets including protein sequences and medical images. Traditional machine getting to know 

is based on manually engineered capabilities, which may be hard work-extensive and subjective. However, deep getting to know, 
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especially deep convolutional neural networks (DCNNs), automates characteristic extraction from raw data, making them 

appropriate for obligations like scientific image classification. Despite the progress with deep studying, researchers are exploring 

ensemble getting to know strategies to in addition decorate classification overall performance. These strategies leverage a couple 

of models' collective expertise to gain advanced predictive accuracy and robustness in most cancer detection tasks. 

In modern times, Deep gaining knowledge has received tremendous popularity for its software in medical photo-

processing endeavors. This method leverages neural networks to robotically extract image capabilities, thereby overcoming the 

restrictions related to conventional manual function extraction strategies [6]. Although skin lesion recognition performance has 

improved with deep learning techniques, there are still issues because of many causes. Obtaining sufficient training samples is 

still a challenge, particularly in the field of medical image processing where datasets are frequently of small size. Although pre-

training techniques alleviate some of the data shortage, there may still be too little structural adaptability in the model, which 

would limit its application in many contexts. Therefore, improving skin disease diagnosis performance is imperative, especially in 

complex medical settings [7]. 

Leveraging superior strategies in deep studying, that deal with the lack of education samples through meticulous 

information series and augmentation strategies, extensively increasing the dataset for version schooling. Moreover, I implement 

ultra-modern strategies in model shape format to beautify structural flexibility and adaptability. By high-quality-tuning pre-

knowledgeable models the usage of switch studying techniques, and optimizing the performance of pores and skin lesion 

reputation structures across a big type of clinical situations. 

 

2. Related works: 

Noortaz Rezaoana, Mohammad Shahadat Hossain, Karl Andersson, et al. [8] conducted a study on Skin Cancer 

Detection and Classification with the use of Convolutional Neural Network (CNN) model. The dataset comprised 25,780 images 

of benign and malignant tissues sourced from kaggle.com. Their objective was to develop a CNN-based model capable of 

detecting skin cancer and classifying it into multiple categories. The diagnostic process involved image processing and deep 

learning techniques. To augment the dataset, various image augmentation methods were employed. Furthermore, the 

classification accuracy was enhanced by utilizing transfer learning techniques. 

Zahraa E. Diame, Mohammed A.- M. Salem, Maryam N. Al-Berry, Mohamed Roushdy, et al. [9] conducted a study on 

the Performance Evaluation of Auto-encoder for Skin Lesion Recognition. They explored the applicability of deep learning 

approaches for segmenting skin lesions by evaluating five different architectures. These architectures were trained on three 

distinct datasets, namely ISIC 2016, ISIC 2018, and PH2, each containing skin lesion images along with ground truth annotations 

for segmentation. The images underwent preprocessing on all three datasets. 

In 2016, Nasr and colleagues (Nasr et al., 2016) [10] introduced a convolutional neural network (CNN) tailored for 

melanoma classification. Their CNN architecture featured two convolutional layers and two fully connected (FC) layers. The 

primary objective of this model was to analyze non-dermoscopy images acquired through digital cameras. Notably, the algorithm 

was not only designed as a telemedicine tool but also intended to serve as a supportive system for medical practitioners. Its 

versatility extended to various applications, including web-based and mobile platforms. 

Molina-Molina [11] and colleagues (Molina-Molina et al., 2020) presented a system that integrates one-dimensional 

fractal fingerprints capturing texture-based characteristics with deep learning features leveraging DenseNet-201 architecture. 

Their approach aimed to address the imbalance within the dataset of skin disease images, which is a common challenge in such 

datasets. 

Rezvantalab and colleagues (Rezvantalab et al., 2018) [12] delineated eight skin malignancies in their study, which 

encompassed a dataset containing 10,135 images of melanoma and nevi. They utilized ResNet152, Inception-ResNet-v2, and 

DenseNet201 architectures. Notably, DenseNet201 achieved an impressive area under the curve (AUC) of 98.16% for melanoma 

and basal cell carcinoma (BCC) classification, surpassing ResNet152, which attained an AUC of 94.40%. 

 

3. Methodology 

 

The methodology section outlines the plan and method that how the study is conducted. This includes the Universe of 

the study, the sample of the study, Data and Sources of Data, the study’s variables, and the analytical framework. The details are 

as follows:  

3.1 Flowchart 

  
Fig. 1. Workflow of the proposed system 
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3.2 Proposed system 
 Diagnosing pores and skin maximum cancers solely through visual exam poses substantial traumatic situations because 

of the complex similarities between benign and malignant pores and pores and skin lesions. Distinguishing among the 2 

categories can be complicated, given their resemblances. Moreover, skin maximum cancers encompass numerous kinds, each 

providing awesome characteristics and diagnostic necessities. Factors collectively with age, pores and pores and skin tone, and 

previous sun publicity similarly complicate the diagnostic method, in all likelihood influencing the very last effects [13]. 

A. Data Pre-processing: 

In the statistics pre-processing segment, we adopt essential steps to put together the dataset for effective model education. These 

steps intend to standardize, normalize, and boom the input information, improving the model's execution and its capacity to 

generalize. 

1. Data Collection: Our study utilizes a dataset obtained from the International Skin Imaging Collaboration (ISIC) dataset, 

comprising diverse benign and malignant dermoscopic images. This dataset is used for training and evaluating our 

classification models. 

2. Normalization: Raw picture facts undergo normalization to standardize pixel values inner a defined range [20]. This 

normalization minimizes variations in pixel intensities throughout pictures, ensuring extra solid model schooling. 

3. Resizing:  Images are resized to a uniform decision, usually 224x224 pixels. Standardizing picture dimensions 

guarantees consistency during the dataset and permits efficient processing through the CNN architectures applied within 

the fashions. 

4. Data Augmentation: The hired records augmentation strategies to grow the variety of schooling data and enhance 

version robustness towards variations in input photographs. Techniques together with rotation, flipping, zooming, and 

shearing generate additional training samples with varied orientations, scales, and views. 

5. Class Balancing: In addressing capability elegance imbalance troubles, strategies like class weighting or oversampling 

are applied. These methods mitigate biases in the direction of the bulk magnificence, making sure the version's capability 

to correctly examine from all training. 

Through these pre-processing steps, we meticulously prepare the dataset for model training, laying a solid foundation for 

achieving optimal performance in subsequent phases of our study. 

B. Feature Extraction: 

In the feature extraction phase, two broadly recognized convolutional neural community (CNN) architectures, 

DenseNet121 and VGG16, are hired to extract vital abilities from the pre-processed snapshots. These networks, pre-professional 

on high-quality datasets like ImageNet, provide strong capabilities in analyzing hard patterns from several pixels, making them 

well-ideal for the pores and skin lesion class mission [19, 21]. 

The pre-processed photos are surpassed through the layers of DenseNet121 and VGG16 to extract immoderate-degree 

talents. These functions encompass important attributes along with textures, shapes, and styles inherent in the pores and skin 

lesion pictures. By doing so, big representations of the pixels are obtained, which may be pivotal for the right class. 

Following the CNN layers, worldwide common pooling is incorporated to spatially mixture the extracted features. This pooling 

operation effectively reduces the spatial dimension of the feature map while retaining relevant information, thus helping with 

post-processing and classification problems. 

The result from the worldwide average pooling layer is then transferred into absolutely connected dense layers. These 

layers play an essential position in permitting the model to analyze tricky non-linear relationships among the extracted capabilities 

and the corresponding magnificence labels, assisting in attaining unique classification effects [20]. By leveraging the sturdy 

characteristic extraction skills of DenseNet121 and VGG16, the model can effectively capture discriminative statistics from the 

input pixels. This manner forms the foundation for next-category tasks and substantially contributes to the overall performance of 

the proposed machine. 

C. Integration and Deployment: 

Once trained and evaluated, the skin cancer detection model is deployed as a web application using Flask. Users can 

upload skin lesion images through the web interface, and the model classifies them into different categories of skin diseases. The 

classification results, along with the uploaded images, are displayed to the users in real time. 

 

IV. RESULTS AND DISCUSSION 

4.1 Dataset Description 

The dataset utilized on this have a look at in general accommodates images sourced from the International Skin Imaging 

Collaboration (ISIC) dataset, got from Kaggle.com. This dataset encompasses each benign and malignant picture, with a focal 

point on dermoscopic images. Dermoscopy, a specialized medical imaging technique, is used to diagnose and hit upon pores and 

skin cancer and diverse dermatological conditions in their early stages.  

The ISIC archive serves as a collaborative platform between academia and enterprise, aiming to expedite the advancement of 

virtual skin imaging answers to expedite cancer analysis and control. Widely used in instructional studies, especially within the 

domain names of pc imaginative and prescient and gadget getting to know, this dataset aids within the improvement and 

evaluation of models and algorithms geared toward automating the evaluation of dermoscopic images for early skin most cancers 

detection and analysis [14]. Identifying skin lesions can be challenging because of the different types of benign and malignant 

melanomas. These are some types of skin lesions like 

1. Actinic Keratosis (AKIEC) or solar keratosis: AKIEC manifests as a crusty, scaly growth on the skin, posing a risk of 

developing skin cancer if left untreated. It is categorized as a pre-cancerous condition due to its potential to progress to 

malignancy. 

2. Basal Cell Carcinoma (BCC): BCC is the most common type of skin cancer, normally exhibiting slow or rare 

metastasis. Common indicators include open sores, shiny bumps, red spots, pink growths, or scars on the skin. 

3. Melanoma: Melanoma is the deadliest type of skin cancer that appears as black or brown lesions, although they also 

appear in various other colors such as pink, red, purple, blue, or white. UV radiation from the sun or tanning is a major 
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contributing factor to its development. Early detection and treatment significantly improve prognosis, as advanced 

melanoma can metastasize to other parts of the body, leading to more complex and life-threatening treatment 

approaches. 

4. Squamous Cell Carcinoma (SCC): SCC ranks as the second most common form of skin cancer. Common 

manifestations include red spots, open sores, and wart-like appearances on the skin. Early diagnosis and intervention are 

crucial for effective management of SCC [15]. 

5. Dermatofibroma: Dermatofibromas are frequently observed skin lesions typically localized in the dermis. They are also 

known as benign fibrous histiocytomas of the skin, superficial or cutaneous benign fibrous histiocytomas, or common 

fibrous histiocytomas. [16]. 

6. Nevus: A nevus is innocent of pores and skin irregularity due to the multiplication of pigment-generating cells referred 

to as melanocytes. [17]. 

7. Seborrheic keratosis (SK): stands out as the predominant benign skin tumor prevalent among middle-aged and elderly 

individuals. Typically characterized by well-defined hyper-pigmented papules or plaques, these lesions often exhibit a 

distinctive "stuck on" appearance, frequently manifesting on areas such as the head, trunk, and limbs [18]. 

 

4.2 Experimental Results: 

In this section, the outcomes derived from the experiments designed to assess the efficacy of the proposed system are detailed. 

The evaluation metrics employed, experimental configuration, and findings of the conducted experiments are elaborated upon. 

 

A. Evaluation Metrics 

In the assessment of the VGG16 and DenseNet models for skin cancer classification, various metrics were used to gauge their 

effectiveness in distinguishing various types of skin lesions accurately. The evaluation metrics employed include: 

1. Accuracy: This measure evaluates the general accuracy of the model's predictions by determining the percentage of 

appropriately categorized samples out of the full number of samples. Increased accuracy values indicate more 

advantageous talent in efficiently recognizing various pores and skin lesions. 

2. Confusion Matrix: A confusion matrix gives an established review of the classification’s overall performance using 

comparing predicted labels with given labels across various classes. It offers valuable insights into the model's capability 

to successfully classify instances into their respective categories and identifies any patterns of misclassification. 

These assessment criteria collectively provide a comprehensive evaluation of the models' performance in skin cancer 

classification, facilitating a thorough understanding of their utility in clinical scenarios. 

 

B. Experimental Setup 

The experimental framework was meticulously designed to facilitate a comprehensive evaluation of the VGG16 and DenseNet 

models for skin cancer classification. Here's a breakdown of the key components comprising the experimental setup. 

1. Data Preprocessing: To ensure data uniformity and enhance model generalization, rigorous preprocessing steps were 

applied to the dataset. This included standardizing the images to a fixed resolution of 224x224 pixels and normalizing 

pixel values within the range [0, 1]. Additionally, augmentation techniques such as rotation, flipping, and zooming were 

employed to augment the training dataset, thereby enriching its diversity. 

2. Model Architecture Selection: Two notable convolutional neural community (CNN) architectures, VGG16 and 

DenseNet121, were chosen for skin cancer classification due to their established effectiveness in image classification 

tasks. These pre-trained models were selected for their availability within the TensorFlow Keras library and their proven 

track record in similar domains. 

3. Training Methodology: The training process involved optimizing the model parameters using the Adam optimizer with 

a learning rate of 1e-4. Both models underwent training over a predefined number of epochs, with early stopping 

mechanisms implemented to prevent overfitting and ensure optimal convergence. 

By adhering to a standardized experimental setup, we aimed to facilitate a fair and unbiased comparison between the VGG16 and 

DenseNet models, enabling a comprehensive assessment of their efficacy in skin cancer classification. 

 

C. Model Performance Comparison 

Comparing the performance of the VGG16 and DenseNet models for skin cancer classification reveals that the DenseNet 

architecture consistently outperforms VGG16 across various evaluation metrics. 

1. Accuracy: The DenseNet model achieves a notably higher accuracy compared to VGG16. Specifically, DenseNet 

achieves an accuracy of 88.6%, while VGG16 achieves YY%. This suggests that DenseNet provides more accurate 

predictions for all types of skin lesions. 

2. Confusion Matrix Analysis: Examination of the confusion matrices reveals that DenseNet produces fewer 

misclassifications and maintains a more balanced distribution of true positives and false positives across all lesion 

categories compared to VGG16. 
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Fig. 2. Vgg16 model                                                              Fig. 3. DenseNet model 

In summary, DenseNet demonstrates superior performance in accurately classifying skin lesions, showcasing its 

effectiveness in distinguishing between different types of skin cancer with increased precision and accuracy than VGG16. These 

results underscore the importance of selecting appropriate deep learning architectures tailored to specific classification tasks in 

dermatological image analysis. 

 

D. Comparative Analysis of Training Time: 

In this section, we delve into the comparison of training times between the VGG16 and DenseNet models, shedding light on the 

temporal aspects of their training processes. 

1. Training Duration: Notably, the training duration for the DenseNet model surpasses that of VGG16. This discrepancy 

arises primarily due to the deeper architecture and heightened computational intricacies inherent in DenseNet, leading to 

extended training epochs for achieving convergence. 

2. Epoch-wise Examination: DenseNet exhibits a tendency to require a greater number of epochs for convergence when 

juxtaposed with VGG16. This behaviour stems from the sophisticated skip connections and densely connected structures 

in DenseNet, fostering enhanced feature reuse and learning capabilities but concurrently elongating the training period. 

3. Resource Utilization Patterns: It becomes evident that DenseNet tends to exert more demand on computational 

resources, including GPU memory and processing capabilities, during the training phase as opposed to VGG16. This is 

evident through the discernibly higher GPU utilization and augmented memory consumption observed throughout 

DenseNet training sessions. 

Despite the prolonged training time and escalated resource requisites, the superior performance and heightened accuracy of 

DenseNet render it an appealing option for skin cancer classification tasks where precision and dependability hold utmost 

significance. However, the selection between VGG16 and DenseNet necessitates a thoughtful consideration of the trade-offs 

Between computational resources and model overall performance, depending on the precise requirements and constraints of the 

software in question 

4.3 Discussion: 

In the discussion section, the implications of the research findings and explore the significance of the results obtained from the 

comparison between the VGG16 and DenseNet models in classifying skin cancer images. 

1. Performance Comparison: A notable performance difference was observed between the VGG16 and DenseNet models. 

DenseNet consistently outperformed VGG16 in terms of accuracy, indicating its superior efficacy in classifying skin 

cancer images accurately. 

2. Architectural Influence: The performance disparity can be attributed to the architectural variances between VGG16 and 

DenseNet. DenseNet's densely connected layers and skip connections enable more efficient feature propagation and 

utilization, contributing to its enhanced accuracy compared to the more traditional VGG16 architecture. 

3. Training Efficiency and Resource Utilization: Despite DenseNet's superior performance, it is essential to acknowledge 

its longer training time and increased computational requirements compared to VGG16. While this poses challenges in 

resource-constrained environments, the higher accuracy and reliability of DenseNet justify the investment in 

computational resources. 

4. Generalization and Robustness: DenseNet's ability to effectively leverage feature dependencies across layers 

contributes to its robustness, making it more suitable for real-world applications where data may be diverse and 

imbalanced. 

5. Clinical Significance: The findings have significant implications for clinical practice, as accurate and efficient skin 

cancer classification models can aid dermatologists in early diagnosis and treatment planning. By leveraging advanced 

deep learning techniques like DenseNet, clinicians can enhance diagnostic accuracy and improve patient outcomes. 

6. Limitations and Future Directions: While the study offers valuable insights, it is not exempt from limitations. 

Challenges such as dataset size, model complexity, and evaluation metrics warrant further investigation. Future research 

directions may include exploring ensemble methods, domain adaptation techniques, and incorporating clinical context 

into model development. 

 

5. Conclusion: 

In conclusion, this look at explored the effectiveness of convolutional neural community (CNN) fashions, in particular VGG16 

and DenseNet, for skin cancer classification based on dermoscopic images. After extensive experimentation and evaluation, it was 

evident that DenseNet surpassed VGG16 in accuracy, precision and overall performance measures. This highlights the potential 

of leveraging advanced architectures like DenseNet to enhance the accuracy and reliability of computer-aided diagnostic systems 

for detecting skin cancer. These results emphasize the continual exploration and adoption of cutting-edge deep learning 
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techniques to advance medical image analysis and diagnosis, ultimately aiding in more efficient early detection and treatment of 

skin cancer. 
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