
                   © 2024 IJNRD | Volume 9, Issue 3 March 2024| ISSN: 2456-4184 | IJNRD.ORG 
 

 

IJNRD2403641 International Journal of Novel Research and Development (www.ijnrd.org) 
 

 

g349 
c349 

DETECTION OF PHISHING WEBSITES USING 

MACHINE LEARNING 
Done By 

D.NEERAJA,V.RAMANA MURTHY,D.ROHIT SIVA REDDY,B.RAKESH,V.SWATHIKA,B.UDAY 

KIRAN 
Students of Visakha Institute of Engineering & Technology 

Computer Science Engineering 

Visakhapatnam,Andhra Pradesh 

 

Under Guidance of Under Guidance of 

K RUKMINI DURGA A.S.C.TEJASWINI KONA 

Visakha Institute of Engineering & Technology Visakha Institute of Engineering & Technology 

Faculty of Computer Science Engineering  HOD of Computer Science Engineering 

Visakhapatnam,Andhra Pradesh Visakhapatanam,Andhra pradesh 

 

Abstract— Criminals seeking sensitive information construct illegal clones of actual websites and e-mail accounts. The e-mail will be 

made up of real firm logos and slogans. When a user clicks on a link provided by these hackers, the hackers gain access to all of the user's 

private information, including bank account information, personal login passwords, and images. Random Forest and Decision Tree 

algorithms are heavily employed in present systems, and their accuracy has to be enhanced. The existing models have low latency. 

Existing systems do not have a specific user interface. In the current system, different algorithms are not compared. Consumers are led to 

a faked website that appears to be from the authentic company when the e-mails or the links provided are opened. The models are used 

to detect phishing Websites based on URL significance features, as well as to find and implement the optimal machine learning model. 

Logistic Regression, Multinomial Naive Bayes, and XG Boost are the machine learning methods that are compared. The Logistic 

Regression algorithm outperforms the other two. 

 

Keywords-Logistic Regression,Multinomial Naïve Bayes,XG Boost. 

I. INTRODUCTION 

Consumers have lost billions of dollars each year as a result of phishing operations. Refers to thieves' tricks for obtaining private 

information from a group of unwitting Internet users. Fraudsters obtain personal and financial account information such as 

usernames and passwords using fake email and phishing software to steal sensitive information. This research examines strategies 

for detecting phishing Web sites using machine learning techniques to analyze various aspects of benign and phishing URLs. It 

investigates how linguistic cues, host features, and page significance attributes are used to identify phishing site.The fine-tuned 

parameters aid in the selection of the most appropriate machine learning method for distinguishing between phishing and benign 

sites. Criminals that seek to steal sensitive information first establish illegal duplicates of legitimate websites and e-mail accounts, 

frequently from financial institutions or other companies that deal with financial data. The e-mail will be made up of real firm logos 

and slogans. One of the reasons for the rapid growth of the internet as a means of communication is that it allows themisuse of 

trademarks, brand names, and other corporate identities that consumers rely on as verification processes. "Spoof" e-mails are sent 

to many people in order make them involved in the criminal deception. Consumers are paid on a fraudulent website that appears to 

come from the real company when these emails are opened or when a link is clicked on the email. 

II. LITERATURE REVIEW 

According to Erzhou Zhu (2018), phishers typically put up a false website where victims were tricked into providing passwords 

and perceptive information[1]. As a result, it's critical to detect rogue websites before they cause any harm to their victims. This 

study proposes a new method based on deep reinforcement to model and detects malicious URLs, fueled by the dynamic nature of 

criminal websites to steal sensitive information[2]. The suggested model may learn the properties related to phishing website 

identification by accommodating the dynamic behavior of phreaking websites[3]. The use of various types of machine learning 

algorithms for the problem of classification, particularly security and virus detection, has piqued the research community's interest 

in recent years[4]. Deep learning algorithms have also opened a new chapter on pattern recognition and artificial intelligence with 

the growth of processing capacity[5]. As a result, these powerful learning algorithms may now be used to solve a wide range of 

categorization, decision, and automation challenges[6]. When a high number of characteristics are included in the computation, 

deep learning-based techniques are very effective. Because algorithms based on reinforcement learning may estimate solutions 

(i.e., action) based on stochastic transformations and the rewards of selecting that state action, the proposed method is robust and 
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flexible[7]. By examining the given URLs, this project proposes a deep reinforcement learning-based model to find phishing 

websites[8]. The model adapts to modify the URL structure on its own. The traditional classification challenge is exemplified by 

the problem of recognizing phishing websites[9]. To handle this categorization challenge, a reinforcement learning model based on 

deep neural networks is constructed[10]. The problem of an "agent" performing an action that is entrenched on "trial and error" 

through interactions with an uncharted "environment" that offers a response in the form of numericalwards" is defined as the 

adaptive learning paradigm[11]. Other deep learning-based 4 algorithms, such as LSTM, should be investigated for the challenge 

presented in this research[12]. This classifier can also be used to solve other binary classification problems, such as detecting 

Webspam and the presence of hostile bots in the network[13]. Because the classifier in the RL-based technique is more flexible, it 

can be used to address a variety of privacy and security concerns in wearable devices[14]. 

To find criminal websites and its objective, SeenaThomas(2017) recommended extracting features from URLs and webpage 

links[17]. The matrix element is made up of basic links to the webpage of a given URL, in addition to the basic URL properties 

provided, such as length, suspicious characters, and a number of dots. In addition, statistical features such as mean, average, and 

variance are retrieved from each column of the feature matrix[21]. The given URL, links, and content on its web page, such as title 

and text content, are also used to extract dictionary features[24]. In order to detect the crime of identity theft, a number of machine 

learning models were tested, with the Deep Forest model showing competitive performance[25]. In particular, to discover hacker 

targets, an adequate technique based on search operators through search engines was devised. This method is rapid, however, it does 

not identify newly constructed phishing URLs[26]. Heuristic-based algorithms extract textual features, which can recognize newly 

created URLs, to detect phishing websites. Some textual components collected from the content, on the other hand, cannot be 

employed to determine phishing websites in those other languages[27]. According to some scholars, analogybased methods should 

be used to compare the similarities between the actually given web pages under attack, 

i.e. the target of identity theft, which should be identified in advance. The criminal intentions of stealing sensitive information can 

now be seen automatically[28]. However, this approach is slow because it requires finding and analyzing a large number of web 

pages in order to improve the parasite community[29]. Using Deep Forest, as well as a range of contemporary machine learning 

models, such as GBDT and XG Boost, are used to represent URLs in vector form may be applied to detect sensitive identity theft. 

[30]. The proposed method works with websites written in a variety of languages. The obtained features can be employed by a 

variety of classification methods, with DF outperforming the competition[31]. 

III. PROPOSED METHODOLOGY 

The model is preprocessed in the proposed system, the words are tokenized, and stemming is performed. Data Processing is the 

process of converting or encoding data for easy machine transfer. In other words, the algorithm can now easily define data features. 

We must vectorize our URLs now that we have the data. Because some words in URLs are more essential than others, such as 

"virus," ".exe," and so on, the model employs Count Vectorizer and tokenizer to aggregate words. Let's make a vector 

representation of the URLs. A tokenizer that separates a string using a regular expression that matches either the tokens or the 

separators between tokens is known as a regular expression tokenizer. A regex pattern is a particular language for representing 

general text, numbers, or symbols in order to extract texts that match the pattern. 's+' is a simple example.. The method will sync at 

least one or more gaps if you add a '+' at the end.. In the world, stemming is crucial. Queries and Internet search engines both use 

stemming. The Fast Api framework is used for deployment. Fast API is a web framework for constructing APIs withPython 3.6+ 

and standard Python type hints that is current and fast (high-performance). The following are the main characteristics: Fast: 

Extremely fast, comparable to NodeJS and Go (thanks to Starlette and Pydantic). One of the quickest Python frameworks on the 

market. The UI is provided using FastAPI by loading the machine learning model into it. The architectural flow is shown in 

fig.1.. 

A. Advantages of proposed system 

• User Interface is provided 

• Model is trained using many features 

• High level of accuracy 

B. Logistic regression 

A statistical strategy for predicting binary classes is logistic regression. The outcome or target variable is a binary variable. The 

term dichotomous refers to the fact that there are only two potential classes. It can, for example, be utilized to solve cancer detection 

issues. It calculates the likelihood of an event occurring. 

C. XG Boost 

Extreme Gradient Boosting is abbreviated as XG Boost. The word XG Boost, on the other hand, refers to the engineering goal of 

pushing the computational resources for boosted tree algorithms to their limits. XG Boost is a software library that may be 

downloaded and installed on a computer and then accessed through a variety of interfaces. 

D. Multinomial NB (MNB) 

The Multinomial NB (MNB) in Natural Language Processing, an algorithmic is a possible learning method (NLP). Using the 

Bayes theorem, the software estimates a text's tag, such as an email or a news report. 

E. Testing 

System testing is based on the logical assumption that, if all components of the system are correct, system testing will be useful 

as a user-oriented vehicle prior to deployment. System testing finds faults, provides a recommendation to the administrator and 

alters the alteration, as well as checks the output's reliability. Before going live, the system is checked to see if the necessary 

software and hardware are in place to complete the project. To guarantee that this project is correct, it has passed the following 
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testing methods. 

 

Figure 1. Graphical workflow of proposed models for detection phishing of websites 

 

IV. RESULTS AND DISCUSSION 

 

The current system merely detects phishing websites using multiple machine learning techniques and calculates their accuracy. 

The best model for detecting phishing websites is generated in the suggested system, and the model is saved and deployed, which 

takes the URL and predicts whether it is a criminal identity theft website or a real website. When compared to the old approach, 

the aforementioned statements show that this delivers better accuracy in detecting phishing websites. The accuracy of Logistic 

Regression is 96.63 percent, and the overall comparison is presented. The overall comparison is given in fig.2. 

 

 

Figure 2. Comparison of the accuracy 

 

V. CONCLUSION 

It is remarkable that a good anti-phishing system should be able to predict phishing attacks in a reasonable amount of 

time. Accepting that having a good anti-phishing gadget available at a reasonable time is also necessary for expanding the scope 

of phishing site detection. The current system merely detects phishing websites using multiple machine learning techniques and 

calculates their accuracy. 
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