
                  © 2024 IJNRD | Volume 9, Issue 3 March 2024| ISSN: 2456-4184 | IJNRD.ORG 
 

 

IJNRD2403644 International Journal of Novel Research and Development (www.ijnrd.org)  

 
g381 

c381 

  ABSTRACT 

The IT and software industry has grown tremendously 

over the past few years, creating an increasing impact 

on the lives of people and on society as a whole. 

Consequently, we must make the software and 

applications more accurate, free of major errors, and 

more reliable. Therefore, predicting software flaws 

could be very useful in the IT field and will have a 

profound impact on society at large. 
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1. INTRODUCTION 

The vast area of software development and different 

applications makes it challenging for software 

developers and also customers to  observe,  maintains  

and  manage  software  applications. Moreover,  the  

fourth  industrial  revolution  employs  artificial 

intelligence by software industry is one  of the 

promising sectors of  modern  times that  observes  a  

constant  transformation in  its practices because  of the 

automating  large quantities of  software technologies . 

The size  and complexity  of current software is 

increasing  day  by  day.  As  a  result,  software  

engineers  are struggling  continuously  with  faults  

from  the  beginning  of  the development phase.   

 

The classification of the software faults is important in 

real-time, otherwise,  the  effort  and  cost  of  finding  

defects  hiding  in  an application are also rising fast. 

This  inspires the development of automated  fault  

prediction models  for  software fault  prediction that  

can  forecast  the  software  defects.  If  software  defects  

are identified  before  the  release  of  software  that  can  

help  the developer to allocate and fix those defect 

modules easily. 

 

2. MATERIALS & METHODS 

2.1 Data Collection 

In this project, we have used 3 open source publicly 

available data from PROMISE Software Engineering 

Database. These datasets Tim Menzies et al. have been 

used in their research paper [3]. In another study,  

 

 

 

 

 

Jureczko et al. [13] have been assembled a software 

fault prediction model to predict the software defects  

 

 

 

using machine learning algorithms. They have  

discussed in their paper about 8 projects (PROMISE 

Repository) data and by taking 19 CK metrics and 

McCabe metrics for constructed a predictive model. In 

our study, we have used 22 attributes for building our 

automated fault predict model. Table 1 shows 22 

different attributes from software defect datasets 

including 21 independent metrics and one is outcome 

information. i.e. which is faulty and no-fault.  

 

 

We are using JM1, CM1, PC1 datasets which were 

implemented in C language. Table 2 depicted details 
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about detail of all datasets with their features.  

2.2 Classification Techniques 

Machine learning algorithm has been creating a 

significant role in software  engineering  fields.  In  

recent  years,  machine  learning techniques  are one of  

the most  operational techniques what are gained 

significantly high performance in real-world problems 

for the  research  and  technical  community.  Harshita  

et  al.  [14] discussed  in  their  review,  there  are  

common  use  of  machine learning  techniques  for  

constructing  software  fault  prediction models  such  as  

fuzzy  logic-based  software  defect  prediction, Naïve  

Bayes  (NB),  neural  network  (NN),  random  forest 

(RF), support  vector  machine  (SVM),  P-SVM,  k-

nearest  neighbour's (KNN),  etc.   Ruchita  Malhotra  

[15] described  in her systematic mapping  study,  the  

top five  machine  learning  techniques  were used to  

software defect analysis  such as  DT (46%),  NB (74%), 

MLP in NN (85%), RF (59%), SVM (27.7%), etc.   

 

In  this  study,  4  machine  learning  (ML)  techniques  

have  been considered to construct the defect model: k-

nearest neighbour's (KNN), Decision Tree (DT),  Naïve 

Bayes (NB), Random  Forest (RF), Logistic Regression 

and Support Vector Machine (SVM) Algorithm  
 

2.3 Machine Learning Algorithms 

Machine Learning relies on different algorithms to solve 

data problems. Data scientists like to point out that 

there’s no single one-size-fits-all type of algorithm that 

is best to solve a problem. The kind of algorithm 

employed depends on the kind of problem you wish to 

solve, the number of variables, the kind of model that 

would suit it best and so on. 

A. Decision Tree 

Decision Tree is a supervised learning technique that 

can be used for both classification and regression 

problems, but mostly it is preferred for solving 

classification problems. It is a tree-structured classifier, 

where internal nodes represent the features of a dataset, 

branches represent the decision rules and each leaf node 

represents the outcome. In a Decision Tree, there are two 

nodes, which are the Decision Node and Leaf Node.  

The goal of this algorithm is to create a model that 

predicts the value of a target variable, for which the 

decision tree uses the tree representation to solve the 

problem in which the leaf node corresponds to a class 

label and attributes are represented on the internal node 

of the tree. 

B.  Random Forest 

Random Forest classifier is a supervised learning 

technique in machine learning. It can be used to solve 

both Classification and Regression problems in machine 

learning. It is based on the process of combining 

multiple classifiers to solve a complex problem and to 

improve the performance of the model, which is known 

as ensemble learning. Random Forest consists of several 

decision trees on various subsets of the given dataset and 

takes the average to improve the predictive accuracy of 

that dataset. Rather than relying on a single decision 

tree, the random forest acquires the prediction from each 

tree, and based on the majority of votes for predictions, 

it predicts the final output. The higher number of trees 

in the forest leads to better accuracy and also prevents 

the problem of over fitting. The final output is taken by 

using the majority voting classifier for a classification 

problem while in the case of a regression problem the 

final output is the mean of all the outputs. 

C. Naive Bayes  

Naïve Bayes algorithm is a supervised learning 

algorithm, which is based on Bayes theorem and used 

for solving classification problems.It is mainly used 

in text classification that includes a high-dimensional 

training dataset.Naïve Bayes Classifier is one of the 

simple and most effective Classification algorithms 

which helps in building the fast machine learning 

models that can make quick predictions.It is a 

probabilistic classifier, which means it predicts on the 

basis of the probability of an object.Bayes' theorem is 

also known as Bayes' Rule or Bayes' law, which is used 

to determine the probability of a hypothesis with prior 

knowledge. It depends on the conditional 

probability.Some popular examples of Naïve Bayes 

Algorithm are spam filtration, Sentimental analysis, and 

classifying articles. 

  The formula for Bayes' theorem is given as: 

Where, 

P(A|B) is Posterior 

probability: Probability of hypothesis A on the observed 

event B. 

P(B|A) is Likelihood probability: Probability of the 

evidence given that the probability of a hypothesis is 

true. 

P(A) is Prior Probability: Probability of hypothesis 

before observing the evidence. 

P(B) is Marginal Probability: Probability of Evidence. 

D.  Support Vector Machine (SVM) 

Support Vector Machine or SVM is one of the most 

popular Supervised Learning algorithms, which is used 

for Classification as well as Regression problems. 

However, primarily, it is used for Classification 

problems in Machine Learning.  

The goal of the SVM algorithm is to create the best line 

or decision boundary that can segregate n-dimensional 

space into classes so that we can easily put the new data 

point in the correct category in the future. This best 

decision boundary is called a hyper plane. SVM chooses 

the extreme points/vectors that help in creating the hyper 

plane. These extreme cases are called support vectors, 

and hence the algorithm is termed as Support Vector 
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Machine. 

E.  K-nearest Neighbours (KNN)  

It work on the basis of distance between the location of 

data and on the basis of this distinct data are classified 

with each other. All the other group of data are called 

neighbour of each other and number of neighbour are 

decided by the user which play very crucial role in 

analysis of the dataset.  

In the above Fig. k=3 shows that there are three neighbor 

that means three different type of data are there. Each 

cluster represented in two dimensional space whose 

coordinates 

are represented 

as (Xi,Yi) where Xi is 

the x-axis, Y represent 

y- axis and i= 

1,2,3,....n.  

 

 

 

 

 

F.  Logistic regression 

Logistic regression is one of the most popular Machine 

Learning algorithms, which comes under the Supervised 

Learning technique. It is used for predicting the 

categorical dependent variable using a given set of 

independent variables.  

Logistic regression predicts the output of a categorical 

dependent variable. Therefore the outcome must be a 

categorical or discrete value. It can be either Yes or No, 

0 or 1, true or False, etc. but instead of giving the exact 

value as 0 and 1, it gives the probabilistic values which 

lie between 0 and 1.  

Logistic Regression is much similar to the Linear 

Regression except that how they are used. Linear 

Regression is used for solving Regression problems, 

whereas logistic regression is used for solving the 

classification problems. 

 

2.4 Performance Measurement 

Once  the predictive  model  has been  built, it  can  be 

applied  to perform  a  test  to predict  the  fault modules  

inside  the  software fault  datasets.  In  this  work,  we  

examined  the  ML  prediction models, utilizing six 

classification algorithms, based on different statistical 

techniques such as confusion matrix (True Positive = 

TP, True Negative = TN, False Positive = FP, False 

Negative = FN), recall,  precision, F1  measure, etc.  

Table 3  shows a quality measure of predictive model 

based on confusion matrix as below 

3. RESULTS & DISCUSSION 

We used the machine learning techniques to predict 

defects in software. In this study, we focused on 

automated fault recovery inside software through a 

predictive model, besides we also observed 

Requirement Specification Requirement Analysis 

Physical Design HLD (High Level Diagram) DLD 

(Detail Level Diagram) Deployment Software Defect 

Performance 3 Defect Datasets Split the datasets 

(Training 80% & Testing 20%) Approve the Outperform 

Model. Table 4 shows the performance evaluation of six 

supervised classification techniques for software fault 

prediction. 

 

With respect to the precision: DT and SVM achieved the 

highest performance (i.e. 100%) on JM1 datasets; DT, 

NB, SVM, and RF achieved the best performance on 

CM1 datasets, (it’s respectively 100%); DT, SVM, and 

RF obtained the highest performance (i.e. 97%) on PC1 

datasets. Relatively, all of the classifiers have shown 

good performance in terms of precision. However, 

considering the recall of the analysis, SVM and RF 

achieved the highest performance on JM1 datasets; LR 

and NB attained the lowest performance on CM1 and 

PC1 datasets. Not that all of the classifiers achieved very 

similar scores in terms of recall. Another measure for 
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classification is F1 measure. With respect to F1 

measure: SVM achieved the highest value (100%) on 

JM1 datasets and NB obtained the lowest score (93%). 

By Looking CM1 datasets, we can monitor that the f1 

scores are mostly similar (NB, DT, SVM, RF = 100% 

and KNN = 97%, LR = 95%). Moreover, RF achieved 

the best score (i.e. 99%) and KNN performed lowest 

(86%) on PC1 datasets.  

4. CONCLUSION 

In this paper, we proposed an automated software 

engineering approach for defect prediction model 

development (SDPD) on software development life 

cycle. After that, the main objective of our study was to 

evaluate the abilities of 4 supervised based machine 

learning classifications techniques to predict the 

software defect modules using 3 NASA datasets (JM1, 

CM1, PC1). The results (i.e. accuracy: 90 - 98%) of the 

experiment with different attributes showed the 

capability and efficiency of SDPD model to identify the 

fault and improve software quality.  

In addition, this SDPD model can be able to early 

detection of software faults by collecting real-time 

software development data from the target applications. 

The proposed approach can be used for software fault 

recovery inside a system and enhanced by applying 

machine learning techniques.  

For  future  work,  we  will  implement  more  

classification algorithms,  such  as  hybrid  or  ensemble  

model  to  verify  the performance of the software fault 

prediction.  

 

5. ACKNOWLEDGEMENTS 

The  authors  are  grateful  to all  the  researchers  in  this  

research study. 

 

6. REFERENCES 

[1] Md. Razu Ahmed, Md. Asraf Ali, Md Fahad Bin 

Zamal, Nasim Ahmed, “The Impact of Software Fault 

Prediction in Real-World Application: An Automated 

Approach for Software Engineering” - Jan 2020 
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