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Abstract : The increasing mortality rate attributed to brain tumors, characterized by abnormal clusters of rapidly dividing cells in 

or around the brain, poses a growing concern. Early detection significantly improves survival prospects, underscoring the 

necessity of tools with automated assistance for prompt diagnosis. Magnetic resonance (MR) images play a crucial role in 

detecting brain tumors, with various deep learning algorithms like VGG19 and EfficientNetB0 being utilized. To capitalize on the 

strengths of these algorithms, a Fusion Model is employed, amalgamating their respective capabilities. This fusion model 

underwent testing on a challenging dataset comprising 7,023 MRI brain tumor images, yielding impressive results. It 

demonstrated 100% accuracy during training and 99% during testing, highlighting its efficacy in enhancing CNN performance for 

image classification on the Kaggle dataset Br35H. 

 

IndexTerms - Fusion, Transfer learning, EfficientNetB0, VGG16. 

 

I. INTRODUCTION 

 

The human brain is protected by the sturdy encasement of the skull, but even minor anomalies like tumors can have severe 

consequences. Tumors develop when certain areas of the brain experience inadequate oxygen flow, potentially leading to death or 

significant impairment. Medical assessments indicate a growing global population afflicted by brain tumors, emphasizing the 

critical importance of their detection and treatment. Magnetic resonance imaging (MRI) and computed tomography (CT) scans 

are commonly employed to identify brain tissue irregularities, with MRI scans generally preferred due to superior imaging 

capabilities. Automated procedures using medical image processing techniques are increasingly valued for brain tumor detection. 

However, the varied shapes, sizes, and locations of tumors present challenges for accurate detection and classification. Medical 

experts painstakingly analyze MRI images to identify potential tumor regions. Nevertheless, the indistinct tumor boundaries amid 

adjacent healthy tissue require extensive manual examination, which can lead to diagnostic inaccuracies. Enhancing brain tumor 

detection can be achieved through the integration of deep learning techniques, employing transfer learning approaches. This, 

however, demands the expertise of seasoned professionals to identify optimal feature extraction and segmentation algorithms[1]. 

Deep learning facilitates the analysis of large datasets, enabling rapid pattern recognition and model development, thereby 

bridging the gap between technology and medicine. Research efforts aim to improve treatment efficacy, reduce healthcare costs, 

and delay brain degeneration by enabling early tumor detection. Pre-processing steps, such as feature extraction and selection, are 

crucial before applying deep learning methods. Recent advancements have led to vast amounts of multimodal imaging data, 

advancing early tumor detection and classification efforts. Nonetheless, decision-making remains complex and time-consuming, 

necessitating consideration of various options.  

 

The primary objective of this study is to develop a diagnostic system for early brain tumor detection using MRI images and 

innovative deep learning techniques. By training models on datasets like the Br35HData Kaggle MRI, their efficacy in tumor 

identification can be assessed using quantitative metrics such as recall, accuracy, precision, and F1-score[2]. The rapid evolution 

of machine learning, especially deep learning, has transformed medical imaging by enhancing the representational capacity of 

convolutional neural networks (CNNs)[3][4].  

 

This paper advocates for an automated assisted method for brain tumor detection based on the fusion of deep learning features 

obtained from various techniques. Feature fusion improves model performance by combining lower- and higher-level features 

into cohesive vectors. The proposed methodology is evaluated using quantitative metrics on the Br35H dataset, demonstrating its 

effectiveness in multi-classification tasks. The system's primary contributions include automated feature extraction, deep feature 

fusion, and tumor type classification. Despite challenges like imperfect backgrounds and MRI artifacts, the proposed 

methodology enables successful tumor categorization. Subsequent sections of this paper explore relevant literature, materials and 

techniques used, model description, potential future work, and concluding remarks, with the model's performance showcased 

through graphs and a confusion matrix. 
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II. RELATED WORKS 

 

This section provides an overview of the historical perspectives explored by researchers over the past few decades to address 

brain tumor detection, alongside subsequent advancements in the field. The increasing adoption of deep learning is driven by its 

promising applications in diagnosing diseases associated with tumors. Recent releases of various deep learning algorithms as tools 

for tumor detection have assisted physicians in making informed decisions about treatment options. Several CNN models, 

including GoogLeNet[7], VGG[6], and AlexNet[5], are currently utilized in medical image classification applications. Anichur 

Rahman et al.[8]  present two deep learning models for binary and multiclass brain tumor diagnosis, utilizing datasets consisting 

of 3064 and 152 MRI images. They employ a 23-layer CNN and utilize VGG16 for transfer learning to mitigate overfitting in the 

smaller dataset. These models outperform all previously published state-of-the-art models, achieving remarkable classification 

accuracies of 97.8% and 100%. In another study, Muhammad Rizwan et al. [9] describe a CAD method employing deep learning, 

specifically a GCNN with a Gaussian filter, for accurate and efficient brain tumor identification. Achieving an impressive 

accuracy of 99.31%, the system combines predictions from five finely-tuned pre-trained models (GoogleNet, AlexNet, 

ShuffleNet, SqueezeNet, and NASNet-Mobile) through a hybrid approach[10]  employing majority voting. By employing image 

preprocessing, extensive data augmentation, and feature extraction from various CNNs (AlexNet, GoogLeNet, and ResNet18), the 

system enhances tumor classification using SVM and KNN, achieving a remarkable 99.7% accuracy on a substantial dataset[11]. 

Utilizing a concatenate layer to blend the outputs of the Xception and NASNetMobile[12] architectures, a dropout layer to 

address overfitting in the CNN, and transfer learning to merge the two architectures, the model achieves exceptional performance. 

Preprocessing also includes optimization for "Best windowing of images." 

 

Togacar et al.[13] introduced BrainMRNet, which utilizes the hypercolumn technique and attention modules. Prior to reaching 

attention modules, images undergo initial preprocessing. These modules identify significant areas and route the image to 

convolutional layers. Within BrainMRNet, the hypercolumn approach maintains features from each layer through an array 

structure in the final layer, resulting in an achieved system accuracy of 96.05%. The effectiveness of this approach is validated 

through tests conducted on three brain MRI datasets. For small datasets with two classes, DenseNet-169[14] is emphasized, while 

an ensemble of DenseNet-169, Inception V3, and ResNeXt-50 is recommended for larger datasets with two classes. Furthermore, 

for extensive datasets comprising four classes, the combination of ShuffleNetV2, MnasNet, and DenseNet-169 is identified. 

Findings consistently demonstrate that Support Vector Machine (SVM) with an RBF kernel outperforms other machine learning 

classifiers in MRI-based brain tumor classification. 

 

Maqsood et al.[15] introduced a method for brain tumor detection utilizing edge detection and the U-NET model. They 

incorporate fuzzy logic for edge identification alongside a tumor segmentation framework that enhances image contrast. Within 

the U-NET architecture, features are extracted from subband images, focusing on detecting meningiomas in brain imaging. 

Khawaldeh et al.[19]  presented a CNN model for brain tumor and glioma detection, enhancing a pre-trained architecture and 

achieving an overall accuracy of 91%. Despite significant efforts, further research is warranted to establish a dependable and 

effective method for categorizing brain MR images. One notable limitation of the research[16-19]  is its focus solely on binary 

categorization of brain cancers, overlooking multiclass classification and indicating a need for further invest igation to identify 

specific tumor subtypes.  

 

Employing ensemble classifiers for classification, Noreen et al.[20]  utilized VGG16, VGG19, and AlexNet for deep feature 

extraction, achieving a maximum system accuracy of 94.3%. Swati et al.[21] achieved a 94.8% accuracy rate in categorizing MRI 

images of brain tumors using refined versions of AlexNet and VGG. Saxena et al.[22]  employed ResNet, Inception-V3, and 

VGG-16, with ResNet achieving the highest accuracy of 95%. However, these methods exhibited subpar performance overall, 

warranting extensive testing prior to real-time deployment. Afshar et al.[37]  achieved a 90.89% accuracy rate in classifying and 

identifying brain tumors using Capsule networks. It's important to note that CapsNets are particularly sensitive to image 

backgrounds and perform better when trained with segmented images, which adds complexity to the architecture. 

 

 

III. MATERIAL AND METHODOLOGY 

 

This section presents a comprehensive approach for classifying tumors in brain MRI images, utilizing the capabilities of deep 

learning through convolutional neural networks (CNNs) and transfer learning techniques. The analysis thoroughly examines the 

model's architecture, providing detailed insights into its design and training procedures. Initially, two separate networks, VGG16 

and VGG19, are investigated independently to understand their individual strengths and performance characteristics in tumor 

classification. After this individual exploration, a fusion model is introduced, integrating the strengths of both VGG16 and 

VGG19. This fusion model undergoes meticulous training and evaluation, offering a thorough assessment of its effectiveness in 

improving tumor classification accuracy. In summary, this section presents a comprehensive exploration of various deep learning 

methodologies, concluding with the development and evaluation of a fusion model aimed at enhancing tumor classification in 

brain MRI images. 

 

3.1 Convolutional Neural Network 

The remarkable performance of Convolutional Neural Networks (CNNs) has generated considerable interest among researchers, 

motivating them to tackle previously daunting challenges. In recent years, a plethora of CNN architectures has emerged, 

addressing a wide range of issues across various domains, notably in medical image analysis. CNNs typically comprise two 

primary components: 
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1) A feature extraction module, consisting of multiple layers stacked together, utilizing convolutional layers to learn complex 

features from input images, and pooling layers to reduce spatial dimensions while retaining crucial information. 

2) A classification module, incorporating fully connected (FC) layers to interpret the learned features and make predictions, 

facilitating accurate image classification. 

 

This modular framework enables CNNs to effectively capture intricate patterns within images and make informed classifications, 

thereby revolutionizing the landscape of image recognition tasks, particularly in domains such as medical imaging.  

 

3.2 Transfer Learning 

Transfer learning (TL) emerges as a crucial application of learned image classification methods downstream. TL has attracted 

significant attention in the field of artificial intelligence due to its effectiveness in addressing challenges such as shifting learning 

objectives or the scarcity of training data. Notably, TL has witnessed remarkable advancements over the past decade [33]. Rather 

than starting from scratch with extensive datasets, TL leverages knowledge acquired from completing source tasks across various 

domains to aid target tasks [34]. Utilizing one of the pre-trained architectures provides additional benefits. For example, it 

facilitates learning by utilizing pre-trained weights, eliminating the need to train extensive models from scratch, a process that 

typically takes weeks with large datasets. Furthermore, using pre-trained architectures reduces the computational resources 

required for model training, making the process more efficient and accessible [35]. 

 
 

 

 
 

Fig 1: VGG19 architecture 

 

3.3 VGG19 

The VGG19 architecture, also developed by the Visual Geometry Group (VGG) at the University of Oxford, is a convolutional 

neural network (CNN) renowned for its depth and effectiveness. It comprises 19 weight layers, including 16 convolutional layers 
and 3 fully connected layers as shown in Fig 1. 

 

1. Input Layer: Similar to VGG16, this layer accepts input images typically sized at 224x224 pixels with three color channels 

(RGB). 

2. Convolutional Layers (Conv): The network begins with a series of convolutional layers, each followed by a Rectified Linear 

Unit (ReLU) activation function. These layers have small 3x3 receptive fields and are designed to learn low-level features such as 

edges and textures. 

3. Max Pooling Layers (MaxPool): After every pair of convolutional layers, a max-pooling layer is inserted to reduce spatial 
dimensions while retaining important features. Max pooling is typically performed over a 2x2 window with a stride of 2. 

4. Fully Connected Layers (FC): Following the convolutional layers, three fully connected layers are implemented. The first two 

FC layers consist of 4096 neurons each, while the third FC layer (output layer) comprises 1000 neurons corresponding to the 1000 
classes in the ImageNet dataset, similar to VGG16. 

5. Softmax Activation: The final layer applies a softmax activation function to produce class probabilities for classification. 

 

Like VGG16, VGG19 is characterized by its deep layer stack and relatively small convolutional kernels, allowing it to capture 

intricate patterns and features within images effectively. Despite its increased depth compared to VGG16, VGG19 maintains a 
similar architecture and has demonstrated strong performance across various computer vision tasks. 
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3.4  EfficientNetB0 

EfficientNetB0 utilizes compound scaling, a sophisticated approach that uniformly adjusts network width, depth, and image 

resolution to achieve an optimal balance between computational efficiency and accuracy. This characteristic makes EfficientNetB0, 

a convolutional neural network architecture, well-suited for applications on mobile devices with limited computational resources. 

Serving as the foundational model for the broader EfficientNet family, EfficientNetB0 achieves this balance through its use of  

mobile inverted bottleneck convolutional (MBConv) blocks and scaling factors such as depth (d), width (w), and resolution (r), 

systematically adapting the network architecture as depicted in Fig 2. This adaptability makes EfficientNetB0 versatile across 

various tasks, making it an ideal solution for a wide range of computer vision applications. Furthermore, EfficientNetB0's  

   

                                                                        Fig 2: Architecture of EfficientNetB0 

 

flexibility is augmented by its fine-tuning capabilities, robust generalization performance across diverse datasets, and availability of 

pre-trained models. These attributes enable EfficientNetB0 to maintain competitive accuracy in image classification tasks while 
remaining computationally efficient. 

 

IV. PROPOSED METHODS 

This study introduces a methodology for identifying and classifying brain tumors from MRI scans using deep convolutional 

neural network (CNN) feature fusion techniques. The workflow diagram depicted in Fig 3 outlines the steps involved in this 

approach. Prior to input into the CNN models for feature extraction, the MRI images undergo preprocessing steps including 

splitting for training and testing, normalization, and enhancement. To merge the extracted deep feature components into a unified 

representation for classification, the Softmax Activation layer of the fusion model is employed. This proposed method exhibits 

reliability and success in accurately categorizing various types of brain tumors, including meningioma, glioma, and pituitary 

tumors. 

 

4.1 Datasets 

MRI images are chosen as the primary input data for tumor detection due to their superior quality and suitability for medical 

diagnostics. The dataset used for classification is constructed from MRI images. Both the Classification-1 and Classification-2 

models are trained using an open-access dataset available on Kaggle. Specifically, the Br35H dataset from Kaggle is employed 

for Classification-2, which includes four class labels: glioma, meningioma, pituitary, and normal. In total, there are 7,023 images 

in the Br35H dataset, with 5,712 images used for training and the remaining 1,023 for testing in Classification-2. 

This dataset facilitates accurate categorization of various types of brain tumors in Classification-2. Table 1 presents the 

distribution of classes within the Classification-2 dataset. 

 

4.2 Dataset Splitting 

In machine learning, particularly in the development of Convolutional Neural Network (CNN) models, dataset splitting is a 

pivotal step. It involves partitioning the data into three distinct subsets: the training set, validation set, and test set. Each subset 

serves a specific role in ensuring the effectiveness and generalization capability of the model while guarding against overfitting. 

The training set forms the core of the model, allowing it to learn intricate patterns, crucial features, and underlying relat ionships 

within the data. Through iterative optimization methods like gradient descent, the model adjusts its parameters to minimize the 

difference between its predictions and the observed outcomes in the training data. The validation set acts as a checkpoint during 

training. It evaluates the model's performance on unseen data, helping to monitor its ability to generalize while keeping 

hyperparameters in check. Periodically assessing the model's performance on the validation set aids in mitigating overfitting, 

where the model becomes overly specialized to the training data. The test set remains untouched until the final evaluation stage. It 

offers an unbiased measure of the model's ability to generalize to previously unseen data, providing insights into its real-world 

applicability and reliability. Furthermore, random shuffling of the dataset before splitting reduces bias and ensures that each 

subset is representative of the overall dataset. Although a common split ratio allocates 70% for training, 10% for validation, and 
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20% for testing, adjustments can be made based on specific requirements and dataset size. In summary, proper dataset splitting is 

essential for developing robust and reliable machine learning models. 
 

Table 1: Dataset Distribution 

Class 
Label 

Tumor 
Class 

Images 

0 Glioma 1321 

1 Meningioma 1339 

2 No Tumor 1595 

3 Pituitory 1457 

 

 
Fig 3: VGG19-ENetB0 Fusion Model  

 

4.3 Data Preprocessing  

During this stage, fundamental preprocessing tasks are executed on each subset separately. This may encompass a range of data-

specific modifications, such as scaling images or normalization. Moreover, data augmentation techniques can be employed on 

image datasets to augment the size of the training set and enhance model generalization. These techniques may entail operations 

such as rotation, flipping, and zooming. 

 

4.4 Deep Feature Extraction 

Transfer learning is predominantly applied in interdisciplinary domains, particularly in fields like medical image diagnosis. This 

strategy eliminates the requirement for extensive datasets and considerably shortens the prolonged training times usually 

associated with constructing custom deep learning models. Our examination involved the utilization of diverse Convolutional 

Neural Network (CNN) architectures, including EfficientNetB0 and VGG19. These CNNs serve as proficient deep feature 

extractors, proficiently capturing significant attributes autonomously, without necessitating manual intervention. 

 

4.5 Fusion Model 

The quality of the input feature vector significantly influences the performance of a machine learning classifier, especially in 

accurately identifying tumors from Magnetic Resonance Images (MRIs). To achieve this, an algorithm capable of generating and 

recognizing characteristics from MRIs is crucial. In this particular phase, deep features extracted from transfer-learned 

Convolutional Neural Networks (CNNs) are combined. 

 
 

Fig 4: VGG19-ENetB0 Fusion Model 

 

Feature fusion is a vital technique used to amalgamate multiple features from different models into a unified feature vector, 

reducing reliance on potentially inferior feature elements from any single model. The fusion model structure, illustrated in Figure 

4, integrates features from EfficientNetB0 and VGG19, offering more comprehensive information about MR images than a single 

vector could provide, thereby enhancing classification outcomes. By employing CNN architectures with diverse designs and 

depths, heterogeneity is introduced, overcoming potential limitations such as redundant feature spaces from homogeneous 

architectures. This ensures the extraction of various higher-level and lower-level characteristics from MR images. The feature 

fusion process organizes each independent feature vector into four feature spaces, corresponding to the number of classes in the 

dataset, facilitating efficient tumor classification. 
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4.6 Classification 

At this point, the dense layer within the fusion architecture processes the feature elements. By employing the softmax activation 

function, the labels of the features are compared to ascertain higher probabilities, subsequently assigning appropriate class labels 

like pituitary, glioma, meningioma, and normal. This procedure proves immensely valuable across diverse tasks, ranging from 

image categorization to brain tumor classification, as it assists the system in understanding intricate relationships and patterns 

within the data. 

 

V. RESULTS DISCUSSIONS 

To assess the effectiveness of each prediction model, a distinct test set comprising 20% of the images from each classification 

class was utilized. Various metrics, including accuracy, loss, precision, recall, and F1-score, were employed to evaluate the 

performance of each prediction model. Additionally, accuracy-graphs and loss-graphs were examined to visualize the 

performance trends of the models. Furthermore, the performance of the proposed model was evaluated using metrics such as the 

confusion matrix, F1-score, overall accuracy, specificity, sensitivity, and precision. Emphasizing the F1-score, particularly, it is 

favored over a simple mean as it accounts for extreme circumstances by being the harmonic mean of recall and precision values. 

 

  

                               Fig 5: Accuracy Graph of Fusion model                                                         Fig 6: Loss Graph of Fusion model 

This thorough evaluation approach  offers insights into the performance of the models across multiple dimensions, ensuring a 

comprehensive assessment of their effectiveness in classification tasks. 

 

      Fig 7: Confusion Matrix of Fusion model 

 

Table 2: Classification Report CA:Class-Accuracy, P:Precision, R:Recall, F:F1-score, S:Support, E:EfficientNetB0,  

 

Fusion-Model Label CA P R F S 

 0 0.99 1.00 0.97 0.98 265 

VGG19 – E Net 
1 

2 

0.99 

1.00 

0.97 

0.99 

0.96 

1.00 

0.96 

0.99 

269 

320 
 3 0.99 0.96 1.00 0.97 293 

 

 

Table 3: Accuracy Report E:EfficientNetB0  
 

Fusion-Model Train Val Test 

VGG16-E Net 1.00 0.98 0.99 
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Figures 5 and 6 showcase the accuracy and loss graphs of the model, respectively. These graphs distinctly illustrate that as the 

number of epochs increases, the accuracy enhances, and the loss function diminishes. The blue line in the graph denotes the 

training accuracy, while the orange line represents the validation accuracy. Additionally, Table 2 provides the Classification 

Report, offering a breakdown of the Fusion-model's performance for each individual class label, where 0 denotes no class label. 

This report encompasses precision, recall, F1-score, and support metrics for each unique class label. 

 

VI. CONCLUSIONS 

The increasing demand for efficient and unbiased assessment of extensive medical datasets has led to a rise in MRI-based 

medical image processing for brain tumor analysis. Early detection of brain tumors is crucial for reducing mortality rates and 

ensuring effective treatment. To address the labor-intensive and subjective nature of manual diagnosis, a transfer learning-based 

deep learning (DL) model was developed, combining various deep learning approaches for brain cancer classification from MRI 

images. The proposed fusion model, which integrates EfficientB0 and VGG19, achieved remarkable accuracy rates of 100% 

during training and 98% during testing. Future research directions include enhancing the study's robustness by broadening the 

scope of input images, exploring the incorporation of 2D and 3D data for brain tumor categorization, and potentially enabling 

tumor grading with larger datasets, possibly through collaborations with hospitals. The establishment of a Benchmark Dataset by 

relevant Medical Authorities would facilitate method assessment. Various deep learning approaches for brain cancer 

classification from MRI images were explored, with the proposed fusion model, integrating EfficientB0 and VGG19, achieving 

exceptional results in accurately classifying the type of brain tumor. 
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