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ABSTRACT Distributed Denial of Service (DDoS) attacks are a growing threat to online services, and arious methods have been 

developed to detect them. However, past research has mainly focused onidentifying attack patterns and types, without 

specifically addressing the role of freely available DDoS 

attack tools in the escalation of these attacks. This study aims to fill this gap by investigating the impact of the easy 

availability of DDoS attack tools on the frequency and severity of attacks. In this paper, a 

machine learning solution to detect DDoS attacks is proposed, which employsa feature selection 

technique to enhance its speed and efficiency, resulting in a substantial reduction in the feature subset. The provided 

evaluation metrics demonstrate that the model has a high accuracy level of 99.9%, a precision 

score of 96%, a recall score of 98%, and an F1 score of 97%. Moreover, the examination found that by utilizing a deliberate 

approach for feature selection, our model’s efficacy was massively raised. 

 
INDEX TERMS DDoS, DDoS tools, machine learning, deep learning. 
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I. INTRODUCTION 

One of the most pernicious and increasingly complex security dangers to computer networks is distributed denial of service 

(DDoS) attacks [1], [2]. In Q1 2022, there was a significant increase in application-layer attacks, specifically HTTP-layer 

DDoS attacks which rose by 164% YoY and 135% QoQ In terms of industry attacks, the Consumer 

 
 

Electronics sector experienced the highest increase with a staggering 5,086% QoQ. Online Media ranked second with a 

2,131% increase in attacks QoQ, while Computer DDoSattacks manifest in diverse forms, with application layer attacks 

being one of them. Application layer DDoS attacks target the application layer of the victim system, aiming to exhaust its 

resources or cause the application to fail. Illustrative examples of such attacks include HTTP floods and Slowloris attacks. The 

primary goal of application-layer DDoS attacks is to disable a network by overwhelming it 

 

 
with traffic,leading to system crashes or unavailability[6],[7],[8]. 

A significant factor in the growth of DDoS attacks is the Software companies came in third with a 76% QoQ and 1,472 YoY 

increase in attacks [2]. 

A DDoS attack is a malevolent effort to stop a specific website, computer, or network from operating normally by saturating 

it with traffic from numerous sources. In this kind 

of attack, the perpetrator employs  a network of 
 

computers or other devices (referred to as a ‘‘botnet’’) to overwhelm the target system with an excessive quantity of data, 

rendering it inaccessible to authorized users [4]. DDoS attacks are complex attacks since (1) they can generate a large volume of 

traffic from a wide variety of sources, and (2) the traffic appears to originate from a wide variety of locations [5]. 

easy availability of DDoS attack tools. These tools can be used intentionally to overwhelm servers and websites with traffic to 

the point where they become inoperable. Due to the easy availability of tools, either through purchasing them on the dark web 

or downloading freely accessible scripts, people with little to no technical knowledge can carry out devastating DDoS attacks 

[4], [9], [10], [11]. 

In Literature, authors proposed various methods for detecting DDoS attacks; however, the majority of these studies focus on 

the identification of attack patterns and types rather than on the tools used to carry out the attacks. In contrast, our study places 

emphasis on the availability and accessibility of DDoS attack tools as a contributing factor to the growth of these attacks. Our 

aim is to analyze the impact of easy access to such tools on the frequency and severity of DDoS attacks, and to explore potential 

solutions for detecting this threat. 

In order to address the problem of DDoS attacks brought on by the widespread accessibility of attack tools, we are proposing 

a machine learning (ML) solution. Specifically, we use Multi-layer perceptron (MLP) to identify the DDoS attacks. The solution 

aims to identify and distinguish between traffic produced by four freely accessible tools and legitimate traffic. To further enhance 

the system’s speed and efficiency, a thorough feature selection technique, which is resulted in a significant reduction in the 

feature subset, is implemented. Moreover, based on our research findings, which have been compared with other relevant 

studies, it has been observed that training machine learning classifiers using specific attack tools leads to superior performance 

when defending against diversified DDoS attacks. The main contributions of our study is as follows: 

• Proposed a ML solution to detect DDoS attacks by identifying and distinguishing between traffic produced by four freely 

accessible tools and legitimate traffic. 

• Implemented a thorough feature selection technique to enhance the speed and efficiency of the system and reduce the 

feature subset from 78 to 6. 

• Achieved high performance across multiple evaluation metrics, including 99.2% accuracy, 97.1% precision, 96.1% 

recall, and 96.6% F1 score when using Adam as the optimizer. 

• Our main aim is to fill the gap by investigating the impact of the easy availability of DDoS attack tools on the frequency 

and severity of attacks. Past research has mainly focused on identifying attack patterns and types, without specifically 

addressing the role of freely available DDoS attack tools in the escalation of these attacks. 

The rest of the paper is as follows: Sections II, III, IV, V and VI present the related work, DDoS launching tools, the 

proposed technique, Experiments and results and the conclusion, respectively. 

 
II. RELATED WORK 

A continual struggle in the field of cybersecurity has been the prevention of DoS/DDoS attacks.researchers have presented a 

number of different ML-based approaches throughout the years to this problem. In this literature review, we examine a 

http://www.ijrti.org/


© 2024 IJNRD | Volume 9, Issue 4 April 2024| ISSN: 2456-4184 | IJNRD.ORG 
 

 

IJNRD2404137 International Journal of Novel Research and Development (www.ijnrd.org) 
 

 

b282 

c282 

selection of previous efforts in the area. 

Reference [12] employed supervised learning methods like Support Vector Machine (SVM) and Decision Tree (DT) C4.5 on 

NSL KDD Dataset for classification of DoS Attack. They use a sniffer to check up on the network’s IP packets and identify 

malicious and benign ones. Evaluations reveal that accuracy acquired using DT C4.5 are more accurate than those obtained 

using SVM classifier. 

Reference [13] suggests an approach for detecting DDoS attacks at the application layer that combines the Cuckoo Search 

Algorithm (CSA) and Radial Basis Function (RBF). The suggested approach uses a Genetic Algorithm (GA) for feature 

selection and a CSA to train an RBF neural network to detect DDoS, where the NSL-KDD dataset was used. In comparison to 

other techniques, it reliably detects application layer DDoS attacks with high performance. 

Reference [14] suggested a method based on data preparation, feature selection, and classifiers that used rulebased 

classifiers. An information gain with ranker is employed to aid in the feature selection. The technique is built and validated using 

rule basis classifiers on dataset of GoldenEye 

toolinCICIDS2018.Thedecisiontableperformedbetterthan other rule-based algorithms. 

Researchers in this publication [15] proposed a work on figuring out how to uncover the Low-Rate DoS (LDoS) attack’s 

methodology and how it is generated. LDoS attacks are classified, and a filter protection strategy is identified to counter them. 

The main goal of the effort is to motivate academics to develop innovative techniques to detect and fight against LDoS 

attacks. 

Reference [16] proposed that the Smith-Waterman local sequence alignment technique may be used to identify LDoS attacks 

by comparing the similarity scores of two different sequences. To properly estimate the distinctive parameters of the LDoS, this 

technique compares the locally generated detection sequence with the background flow, particularly the three characteristics of 

pulse period, duration, and amplitude of the constructed detection sequence. In order to determine the greatest possible score of 

similarity, they devise a twothreshold rule. Consequently, the goal of identifying a LDoS attack is met. As shown by the 

findings of the experiments, 

thesuggestedmethodisveryaccurateandhasahighF1score. 

Reference [17] employed ML methods that are simulated using data collected from the switch. They implement DT C4.5, 

Artificial Neural Network (ANN) and K-nearest Neighbor (KNN). They identify DoS attacks that obtains a high detection rate 

and little false alarm. 

A DoS attack detection system based on the Oppositional Crow Search Algorithm (OCSA), which combines the Crow 

Search Algorithm (CrSA) and Opposition Based Learning (OBL) approach, was proposed by [18]. System design includes two 

stages: feature selection using OCSA and classification with a Recurrent Neural Network classifier (RNN). After selecting the 

most important features using the OCSA technique, they are sent to the RNN classifier. After that, the RNN classifier is used to 

sort the incoming data. In the experimental evaluation, the proposed technique outperforms other conventional methods in 

precision, recall, F-measure, and accuracy by 98.18%, 95.13%, and 93.56% and 94.12 %, respectively. 

DoS detection using deep neural networks (DNN) was shown to be effective in every test case by [19]. An improved Deep 

Neural Network approach is presented for detecting DoS in this work. An adaptive particle swarm optimization technique 

selects the necessary parameters. Efficiency is determined by the ratio of packet transfer, energy consumption, delay and 

network length. A neural network with multiple layers of neurons is used to increase the detection precision while also cutting 

down on processing time. In the experiment, the results examines the effects of various optimization techniques on feature 

selection. Evaluations show that the new technique DNN has a greater detection ratio than the prior methods RASHO, TMS, 

and SVM-DoS. 

Reference investigates the performance of ML algorithms, including SVM, ANN, NB, DT, and unsupervised learning 

algorithm (USML), for Botnet DDoS attack detection using the UNBS-NB 15 and KDD99 datasets. The study reveals that USML 

is the most effective algorithm in accurately differentiating between Botnet and normal network traffic, with experimental 

results showing better performance for the KDD99 datasetReference [21] examines the security challenges posed by IoT, which 

is heterogeneous in nature and susceptible to various security threats such as DDoS attacks.The authors analyze existing DDoS 

variants, IoT security issues, the execution of DDoS attempts, and the creation of botnets or zombies from IoT devices.They 

also cover prevailing DDoS defense methodologies and their comparative analysis, as they provide a thorough understanding of 

DDoS over IoT and highlights the need for more intelligent and effective defense mechanisms to combat new variants of DDoS 

attacks and attacking methods. 

Reference [22] is one of the works that is comparable to ours. The authors claimed to have successfully detected a DoS 

attack using ML and Neural Network (NN) approaches. The experiment utilizes the CIC IDS 2017 dataset as well as RF and 

MLP. When the results of RF and MLP are compared, it is clear that RF outperforms MLP. However, the proposed approach 

does not differentiate between attacks such as slowhttptest, slowloris, and http flood. In this work, we multi- classify the 

attacks. Furthermore, their study does not disclose any intelligible process for feature selection, but we devise an efficient 

mechanism for feature selection, and we are able to improve accuracy. 
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As we have reviewed the existing studies, we have found that although various techniques have been developed for 

detecting DDoS attacks, they primarily concentrate on recognizing the attack patterns and types rather than the tools used. 

Specifically, except for some limited number of studies, the focus of these research has been on identifying attack trends and 

categories rather than the freely available attack tools. Instead, we emphasize on how the easy availability of DDoS attack 

tools might affect the frequency and severity of attacks. Our study aims to determine and recommend efficient responses to 

this threat. More Specifically, our research differs from others in that we look closely at how publicly available DDoS attack 

tools have increased the number and intensity of these attacks. The main results from the research cited are outlined in Table 

1. 

 

III. DDoS LAUNCHING TOOLS 

DDoS attacks may be conducted using a variety of tools, the majority of which are accessible to the general public online. 

High Orbit Ion Cannon (HOIC) and Low Orbit Ion Cannon (LOIC) are common DDoS attack tools for that. With the help of 

these tools, pervasive DDoS attacks can be carried out by attackers with limited technical expertise. Frequently, they provide 

a simple user interface that enables the attacker to define the target system, attack type, and attack intensity swiftly and simply 

Table 2 present the most prevalent DDoS attack launching tools: 

In this work, we utilize a dataset where the traffic of HULK, GoldenEye, slowloris and slowhttptes are captured. The 

samples in the dataset are labeled based on the tool used 
 

 

 

to launch the attack. Both HULK and GoldenEye are DDoS 

attack tools capable of carrying out HTTP flood attacks, 

which include launching a large number of HTTP requests to 

a target server. A low-and-slow strategy is used by Slowloris 

and slowhttptest, two HTTP-based DDoS attack tools, to suck 

up server resources and prevent genuine users from accessing 

the service. In particular, Slowloris maintains connections 

open to the server, while slowhttptest makes HTTP GET and 

POST requests slowly to use up server resources [4]. 

 

IV. PROPOSED APPROACH 

Most DDoS detection and mitigation methods to date have 

focused on specific attack types, such as HTTP floods, FTP 

floods, website spider attacks, asymmetric attacks, and slow 

header attacks. However, based on our extensive research in 

academia and industry, we have not found any evidence of 

researchers investigating the variety and accessibility of 

DDoS toolkits. 

While those who possess a deep understanding of the attack 

environment can launch devastating attacks, there are also 

creative individuals who lack technical expertise but possess 

knowledge of toolkits capable of inflicting significant 

damage. When such toolkits are freely and widely available 

on the Internet and possess a high degree of variability, these 

individuals can become formidable attackers. They can select 

the optimal toolkit for a given target, time, and spot, and 

leverage the strengths of some attack toolkits to overcome the 

weaknesses of others and combine them, ultimately resulting 

in a devastating attack. 

As it goes with the majority of models, our approach 

involves obtaining important data, cleansing the data, Data 

Normalization, determining the optimal feature set, and 
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TABLE 1. The summary of major findings from studies cited in the literature 
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classifying DoS/DDoS attacks. Figure 1 present the 

proposed approach. In this work, we propose a MLP to 

detect 5 classes of which 4 are DoS/DDoS attack types and 

one is the benign traffic. We start with a representative 

dataset, CICIDS2017 [24], which is publicly available for 

research community. 

 

A. DATASET 

The CICIDS2017 [24] dataset is used in this work where the 

abstract behavior of 25 users are profiled based on the HTTP, 

HTTPS, FTP, and SSH protocols, as well as email. The 

dataset originally has 692703 samples. HeartBleed attack 

samples are eliminated from the dataset, resulting in a final 

dataset of 692692 samples with having 78 features. Key 

properties and characteristics of the dataset: 

 

• Publicly available: The dataset is publicly available, 

which makes it accessible to researchers and 

practitionersinthecybersecuritycommunity.Thispromot 

estransparency and reproducibility in cybersecurity 

research and facilitates the development of more 

effective and 
TABLE 2. The names of the DDoS launching tools and their corresponding definitions. 

 

 
robust intrusion detection systems and machine learning 

models. 

• Realistic and diverse: The dataset was generated in a 

realistic and diverse environment, which makes it a 

suitable representation of real-world network traffic. 

First, a comprehensive network setup was 

incorporated, including a modem, firewall, switches, 

and routers, as well as the existence of several 

operating systems such as Windows, Ubuntu, and Mac 

OS X. Second, the network’s heterogeneity was taken 

into account since network traffic was captured from 

the primary switch, as well as memory dumps and 

system calls from all victim workstations, during the 

attack’s execution. 

• Large and complex: The dataset contains a large 

number of network flow records, with each record 

consisting of 78 different features. This makes it a 

complex dataset to work with and analyze. Since the 

mirror port, such as the tapping system, was employed, 

all traffics were collected and recorded on the storage 

server.Additionally, 
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FIGURE 1. The overall structure of our proposed MLP. 
 

 
TABLE 3. The class names and total number of observations within the dataset for 

each class. 

 
 
 

 

a Complete Interaction was also demonstrated as both 

within and between internal LANs were covered by 

having two distinct networks as well as Internet 

connectivity. 

• Labeled: The dataset includes ground-truth labels for 

each network flow, indicating whether it is benign or 

malicious, and if malicious, which attack type it belongs 

to. This makes it a valuable resource for the development 

and evaluation of machine learning models and intrusion 

detection systems. Specifically, the data for each day was 

classified as ‘‘Benign’’ or ‘‘Attack.’’ Each day, the sort of 

attack was different. The dataset document also included 

information on the timing of the attack. 

Table 3 present the summary of the names of the classes 

within the dataset and the total number of observations for 

each class. 

We proceed by dividing the dataset into a training set 

consisting of 80% of the data and a testing set consisting of 

20% of the data. Details regarding the dataset’s train-test sets 

are presented in Table 4. The table summarizes the number 

and percentage of records for each class in both the training 

and testing sets 
TABLE 4. The summarization of the train-test sets of the dataset including the 

quantity and proportion of entries for each type in both the training and testing sets. 

 

The process of preparing the data might be a timeconsuming 

one, but it is essential in order to place the features in their 

proper perspective and eliminate bias from your model [25]. 

In this dataset, our data, with the exception of a few feature 

columns, was clean and ready to use. There are a total of 1008 

nan values present inside the Flow Bytes/s feature. In 

addition, there are 289 and 1297 infinite values present inside 

the Flow Bytes/s and Flow Packets/s features, respectively. 

In this work, the nan and infinite values are substituted with 

the median and the maximum values of the feature column. 

 

C. FEATURE SELECTION 

When constructing a predictive model, one of the first steps 

is feature selection, which is the process of choosing the 

optimal feature subset. It is desired to limit the number of 

input features in order to increase the performance of the 

model and, in certain situations, to lower the computational 

cost of modeling [26]. In our work, we use DT for the 

purpose of feature selection. We populate all the data in the 

dataset to the DT then we consider the importance of 

features. The importance of a feature is determined as the 

(normalized) total reduction of the criteria that the feature 

contributes. It is also referred to as the Gini importance. After 

that, we take the mean of feature importance of all features 

and use it as a threshold. Any feature with feature importance 

below the threshold is discarded. The importance of each 

feature is then normalized and ranked, so that the most 

important feature has a score of 1, and the least important 
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feature has a score of 0. The Feature importance in our work 

is calculated using the following formula, which is specific 

to the scikit-learn library for DTs: Feature importance = Nt/N 

∗ (impurity − NtR/Nt 

× ∗ rightimpurity − NtL/Nt ∗ leftimpurity) 

(1) 

where N is the total number of samples, Nt is the number of 

samples at the current node, NtL is the number of samples in 

the left child, and NtR is the number of samples in the right 

child. In the end of process, we are left with six features. 
TABLE 5. The names and categories of the optimal subset of features. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

There are two integer and four float numbers. It is worht to 

note that we hold all prime essential features in order to 

detect diverse and various DDoS attack toolkits. The optimal 

feature subset is present in Table 5. 

 
D. DATA SCALING 

Data scalability is a guarantee of quality where Many ML 

approaches, such as gradient descent, the KNN algorithm, 

linear and logistic regression, and others, need it in order to 

provide useful results. Many different scalers have been 

created for this purpose [27]. This work uses the Min-Max 

Standard Scaler to transform the data into a number between 

theminimumandmaximumvalues.WiththehelpofStandard 

Scaler, a normal distribution with one standard deviation may 

be generated. It removes the mean value of a feature and 

divides the resulting value by the standard deviation of the 

 
feature in order to normalize it. 

 
E. CLASSIFIER 

Even though various methods for classifying data exist, it is 

hard to tell which one is the best without conducting 

extensive testing. The application and the type of data 

collecting are the deciding factors most of the time [28]. An 

artificial neural network is a collection of connected 

input/output units, each of which has a certain weight. During 

the learning phase, the network modifies the weights to better 

predict the correct class label of the input tuples [29]. 

Choosing the ideal number of neurons and layers in a MLP 

is an important step in building a neural network where 

several guidelines have been proposed in the literature. These 

include starting with a small number of hidden layers and 

increasing the number of layers only if necessary, selecting 

the number of neurons based on the complexity of the 

problem, using trial and error in combination with cross- 

validation techniques and regularizing the MLP to prevent 

overfitting [30], [31], [32]. It is therefore recommended that 

http://www.ijrti.org/


© 2024 IJNRD | Volume 9, Issue 4 April 2024| ISSN: 2456-4184 | IJNRD.ORG 
 

 

IJNRD2404137 International Journal of Novel Research and Development (www.ijnrd.org) 
 

 

b289 

c289 

researchers adopt a systematic approach to this task to ensure 

the development of an effective neural network model. In this 

study, we use MLP to classify 4 DDoS attacks and benign 

traffic with 6 features only. To ensure a systematic approach 

to network classification, we adopt a stepwise strategy in 

selecting the appropriate number of neurons and hidden 

layers. Specifically, the procedure begins with no hidden 

layers, and considers the accuracy, precision, recall, and F1 

score as performance metrics. The number of hidden layers 

is subsequently increased incrementally, with the 

corresponding number of neurons determined through 
FIGURE 2. The overall structure of our proposed MLP. 

 
 
 

Random Search (RS). The above process is repeated 

iteratively until a converged configuration is reached. 

 

 
V. EXPERIMENTS AND RESULTS 

All the practical aspects of our study are applied in Python. 

Our models are built using the Sklearn [33] library. After 

feature selection, the 6 selected features are populated to a 
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MLP of three layers. The first hidden layer, second hidden layer and third hidden layer consists of 100,200 and 250 neurons, 

respectively. Figure 2 present the architecture of our proposed MLP. 

When it came to deciding on features, we use Sklearn [33] to implement DT and then assesses the relevance of each feature 

importance by comparing it to the average of feature importance of all of them. The feature selection process goes this way: 

First, we consider the feature importance of each and every feature then we take the average of all of them and use it as a 

threshold. As a result, we manage to remove features whose feature importance falls below the threshold. Six features are 

chosen. Following that, the MaxMin Scaler is used to adjust the data such that it falls inside a certain range. The six features are 

populated to the MLP model with learning rate to 0.01, activation function being relu and random state to 0.01. We set tol=1e-

4 and use a maximum of 50 iterations to input the six features into the MLP model. tol is the terminating criteria’s tolerance 

which instructs scikit to terminate as soon as you’re inside some tolerance, or as soon as you are near enough. Additionally, 

three different optimizers are used; Stochastic Gradient Descent (SGD), limited-memory BFGS (LBFGS), and Adam. For 10 

consecutive epochs (iteration), training loss did not improve beyond tol=1e-4, it stopped at the iteration of 42. Based on the 

evaluation, our model obtains a level of accuracy of 99%, precision of 96%, a level of F1 score of 97%, and recall of 
TABLE 6. The results of the proposed model using adam optimizer. 

 
 
 
 

 
98% with adam optimizer. The results are shown in table 6 where Adam optimizer is utilized. There are a variety of optimizers 

to choose when developing ML methods. SGD, LBFGS, and Adam are three famous optimizers that are frequently used for 

MLPs, and are built-in in the Sklearn [33]. In order to develop deep learning models, stochastic gradient descent, a repetitive 

optimization method, is frequently used. Instead of calculating the gradient over the complete dataset, it does so for an arbitrarily 

chosen portion, and then uses that information to adjust the model’s parameters. This can reduce the time spent exercising and 

help prevent overfitting [34].Comparatively, LBFGS is a quasi-Newton optimization method that estimates the loss function’s 

Hessian matrix using second-order partial derivatives. It works better than SGD for some models, and it is often used to solve 

optimization problems that involve a lot of factors [35], [36].Finally, Adam, an extensively used optimization algorithm, blends 

SGD with momentum-based techniques. Faster convergence and improved generalization performance may result from its 

ability to adjust the learning rate for each parameter in response to the gradient and the gradient history [37], [38]. Moroever, it 

is important to note that the amount of the dataset, the intricacy of the model, and the intended performance metric all play a role 

in determining the optimal algorithm to use. In this work, we use all the three mentioned optimizers, finding the Adam the best 

optimizer for our case as proved in Table 7. Although accuracy is a vital 
FIGURE 3. The results obtained using different optimizers. TABLE 7. The 

 
 

 
comparison of using different optimizers for the MLP. 

 
statistic, other performance metrics such as precision, recall, and F1 score are also crucial to consider in order to get a full 

image of the model’s efficacy. The results in an comparative manner are shown using the three optimizers in Table 7. 

In terms of accuracy, Adam performs the best with a 

 
score of 99.2%, while SGD has the second-highest accuracy at 98.0%, and LBFGS has the lowest accuracy at 91.8%. For 

precision, Adam again has the highest score of 97.1%, followed by SGD with 71.2%, and LBFGS with the lowest precision 

score of 33.0%. The F1 score, which is a weighted average of precision and recall, also shows Adam as the topperforming 

optimizer with a score of 96.6%. SGD has an F1 score of 72.8%, while LBFGS has the lowest F1 score of 32.7%. Finally, in 

terms of recall, Adam has the highest score of 96.1%, followed by SGD with 76.2%, and LBFGS with the lowest score of 

32.6%. Overall, the Adam outperforms others in all metrics utilized as are presented in Figure 3. 

 
A. COMPARATIVE ANALYSIS OF THE PROPOSED METHOD WITH EXISTING WORKS 

To have a fair comparison between the proposed method and previous state-of-the-art techniques, we train and test all 
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TABLE 8. The comparison of our method with previous related works. 

 
 
 
 

 

techniques with the same dataset. It means that the same train part of the dataset is used to train all techniques and the same test 

part of the dataset is used to test all techniques. The proposed method is compared with unsupervised learning algorithm 

(USML) [20], the Oppositional Crow 

Search Algorithm (OCSA) plus RNN [18], and ML (machine learning) plus NN (neural network) [22]. Table 8 shows the 

comparison results in terms of accuracy. The proposed method provides better accuracy, as shown in the table. 

 
VI. CONCLUSION 

Distributed denial of service attacks (DDoS) has the potential to disable essential online services and prevent Users from 

accessing them. DDoS attack tools are of worry to the defense community for two reasons: (1) they are cheap or even free and 

easy to find online, and (2) hackers frequently employ them because they can be deployed with little in the way of 

technological expertise. According to our research, ML can be utilized to successfully classify DDoS tools into a total of 

fivedifferentcategories;fouroftheseclassespertaintoDDoS tool attacks, and the remaining class contains innocuous data. By 

establishing a fast and reliable technique for selecting the features, we were able to cut the total number of options available in 

our model from 78 to 6. Our model has a high level of performance across the board, with a 99.2% accuracy, 7.1% precision, 

96.1% recall, and 96.6% F1 score when using Adam as the optimizer. These metrics show that our algorithm can correctly 

classify a significant amount of data despite its relatively small size. Our findings also highlight the significance of including 

only useful features in ML models. Our model’s efficiency and our ability to understand the underlying data have both been 

boosted as a result of these changes. As a whole, our results show that our model is reliable and accurate at predicting the target 

variable; it has the potential to greatly enhance our capacity to detect and counteract DDoS attacks. 
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