
                                      © 2024 IJNRD | Volume 9, Issue 5 May 2024| ISSN: 2456-4184 | IJNRD.ORG 

IJNRD2405117 International Journal of Novel Research and Development (www.ijnrd.org) b110 
 

EARLIER PREDICTION AND DETECTION OF 

CERVICAL CANCER USING BAGGING 

CLASSIFIER WITH LOGISTIC REGRESSION 

ALGORITHMS 

Dr D J Samatha Naidu1 B. Haritha 2 
Principal ,Annamacharya PG College of Computer Studies,Rajampet1  

MCA Student,Annamacharya PG College of Computer Studies,Rajampet 2 

 
Abstract :  CERVICAL CANCER is one of such diseases which cannot be diagnosed earlier stages but this symptom nature of the 

diseases has become the challenging for the patient researchers and practitioners. A human body usually produces millions of cells 

to replace the inactive and dead cells in the body. If this body. If this production of cell produces and predictably, they will turn into 

tumors. This type of cancer which will be formed of the service of women in their women. In this earlier stages if we diagnostic 

then it is to cure than risk factories high. The existing works focusing on stack enable algorithms. The using that they can identify 

In the proposed system proposing bagging classifier technique which takes heterogeneous base learners along with logistic 

regression, random forest and meta learners SVM algorithms are used for predicting the cervical cancer from various risk factors, 

the applying proposed algorithms data balancing and acquire the future knowledge extension can be done to improve to overall 

accuracy of final model. Imputation of missing values as to be consider for biopic variables.Various data balancing techniques work 

be implemented type-2 errors has been included.The computational time can be reduced compared to any other algorithms such as 

LR, KNN, DTD, RF. 

 

I INTRODUCTION 

A human body usually produces millions of cells to replace the inactive and dead cells in the body. If this production of cells 

increases unpredictably, they will be turned into tumors. Not all tumors will be malignant and also goes off from the body. Some 

tumors which remain in the body turn to be malignant . Cervical cancer is a type of cancer which will be formed at cervix of women 

in their womb. This type of cancer is curable if identified at early in the stage. In course of time these cells travel through the tissues 

and effects the nearby organs in the body and converts into advanced stage of the cancer. The HPV is the main cause for this type 

of cancer.As stated by WHO, Cervical cancer ranks 4thamongall carcinoma types in women throughout world and is ranked second 

frequent cancer among women in India. According to the Indian statistics, 527,624 new cases are being appended every year, to 

this India contributes 122,844 cases every year. Globally1/3rd of cervical cancer deaths are being accounted by India with 1.6% 

aggregative risk of developing the cervical cancer and 1.0% aggregative deaths. Having no proper awareness, lack of expert 

physicians and equipment’s, lack of early detection were considered as the main causes for this type of cancer especially in the low-

and middle income countries. It will be very difficult for diagnosing diseases manually but now a days, machine learning approach 

is predominantly being used and is playing a key role in the diagnosis and prognosis of any kind of disease. Machine Learning 

allows the computers to acquire the knowledge from past or previous examples and helps us in predicting the present situation from 

complex data. Machine Learning takes the advantage of various probabilistic, statistical and optimization techniques for 

classification of cancerous and non-cancerous instances. In the present work, we have used Stacked ensemble technique with 

heterogeneous base learners Logistic Regression, SVM, KNN, Bagging Classifier, Random Forest and meta learner SVM.  

 

 

II Objective of cervical cancer 

 

A)Early Detection: Cervical cancer is highly treatable if detected early, making accurate prediction models crucial for timely 

intervention and improved patient outcomes. 

B)Imbalanced Data: Imbalanced datasets pose a challenge in cervical cancer prediction, where the number of positive cases (cancer 

patients) is significantly lower than negative cases. SMOTE addresses this issue by generating synthetic samples of the minority 

class, thereby improving the training process and model performance. 
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C)Feature Selection: RFERF helps in identifying the most relevant features for prediction, reducing dimensional and enhancing 

model interpret ability. This is essential for understanding the underlying factors contributing to cervical cancer risk. 

D)Predictive Performance: Optimized stacked ensemble techniques combine the strengths of multiple models, leading to 

improved predictive performance compared to individual classifiers. This enhances the reliability and robustness of the prediction 

system. 

E)Personalized Treatment: Accurate prediction models enable personalized treatment strategies tailored to individual patient 

characteristics, improving treatment efficacy and patient satisfaction. 

F)Research Advancement: The system contributes to the advancement of cervical cancer research by exploring novel machine 

learning techniques and integrating diverse data sources, paving the way for new insights and innovations in cancer prediction and 

management. 

 

III RESEARCH METHODOLOGY 

Women should be screened for cervical cancer every 5–10 years starting at age 30. Women living with HIV should be screened 

every 3 years starting at age 25. The global strategy encourages a minimum of two lifetime screens with a high-performance HPV 

test by age 35 and again by age 45 years. Precancers rarely cause symptoms, which is why regular cervical cancer screening is 

important, even if you have been vaccinated against HPV. Self-collection of a sample for HPV testing, which may be a preferred 

choice for women, has been shown to be as reliable as samples collected by healthcare providers. 

A.Population and Sample  

We have implemented Support Vector Machine, Bagging Decision Tree, Logistic Regression, K-Nearest Neighbor and Random 

Forest Classifier individually by hyper parameter tuning through which we can find the best parameters of these algorithms and 

identified the various scores and later we have built the stacked ensemble classifier which will be taking the heterogeneous base 

classifiers in the level I and forms a new data set at level II and we have observed the increase in the accuracy. In the experiments, 

we have performed hyper parameters tuning for the five different algorithms and employed stacked ensemble classifier and we have 

come to a conclusion that, stacking ensemble algorithm is performing better as it is trained on heterogeneous supervised algorithms  

B. Data and Sources of Data 

Cervical cancer program monitoring requires totals or counts (i.e. aggregate data) that summarize the delivery and outcomes of 

services provided to individual women. Summary data from each facility and laboratory are further aggregated to create datasets 

for district, regional, and national level monitoring. The ability to exchange information among the systems that collect and manage 

health data (HIS) is fundamental to quality data aggregation. However, in most low-resource settings, systems are fragmented and 

lack this necessary interoperability. Information exchange and data aggregation are further limited by the absence of national unique 

personal identifiers. Manual aggregation processes in paper-based information systems present an additional obstacle to ensuring 

the quality and timeliness of data for decision making.  

C. Theoretical framework 

In a study, Fernandesetal proposed a framework which helped in reducing the number of dimensions and classified the data using 

an artificial neural network (ANN). However, they have not explained how the null-values were dealt. As a conclusion, they made 

a differentiation between the baseline model and the proposed model, which contained a deep-fed neural network and acquired a 

finer accuracy than the baseline 

 

D. Logistic Regression (LR)  
Logistic Regression, a technique of machine learning has been borrowed from statistics for binary classification problem and has 

been growling used in healthcare research, particularly in the last two decades. The LR uses logistic function to squash the output 

of a linear equation between 0 and 1. It also establishes the association between one dependent binary variable and one or more 

independent variables. It uses the following sigmoid or logit function.  

SigðtÞ ¼ 1 1 þ e x ð2Þ  

LR is distinguished by not assuming a linear relationship between the dependent and independent variables but by displaying a 

relationship between the output aaaaaand predictive values. Furthermore, predictors are not required to have equal variance  

in each group or normal distribution.  

 

E. Bagging classifier (BC)  
Bagging classifier is an ensemble machine learning algorithm which helps in enhancing the performance of the model, avoids 

overfitting and also reduces the variance. It is usually applied with decision trees and leads to improvements of unstable procedures. 

It will train the base classifiers parallel with a training set which has been generated randomly with replacement. It reduces 

overfitting by using average of voting of outcomes from the base learners, which increases the bias and reduces the variance by 

maintaining the bias-variance trade-off.  
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F. K Nearest Neighbor classifier (KNN)  
KNN is an easy-to-implement, simple machine learning algorithm based on supervised learning. It is a non-parametric and lazy-

learner algorithm, since t does not learn immediately from the training data instead it learns at the time of classification and performs 

the action on dataset. It is used for both classification  

 

G.Statistical tools and econometric models 

Cervical cancer is the fourth most common cancer in women globally with around 660 00 new cases and around 350 000 deaths in 

2022. The highest rates of cervical cancer incidence and mortality are in low- and middle-income countries. 

 

H. Descriptive Statistics 

 cervical cancer risk factors data set used in the study was collected at “Hospital Universitario DE-Caracas” in Caracas, 

Venezuela and is available on the UCI Machine Learning repository . It consists of 858 records, with some missing values, as 

several patients did not answer some of the questions due to privacy concerns. the data set contains 32 risk factors and 4 targets, 

i.e., the diagnosis tests used for cervical cancer. It contains different categories of feature set such as habits, demographic 

information, history, and Genomics medical records. Features such as age, Dx: Cancer, Dx: CIN, Dx: HPV, and Dx features contains 

no missing values. Dx: CIN is a change in the walls of cervix and is commonly due to HPV infection; sometimes, it may lead to 

cancer if it is not treated properly. 

I. Ensemble Learning in Healthcare 

Previous studies have explored the application of ensemble learning techniques in various healthcare domains, including cancer 

prediction and diagnosis. Ensemble methods such as bagging, boosting, and stacking have been employed to improve the predictive 

performance of models in medical datasets. 

2. Cervical Cancer Prediction Models 

Existing research has developed prediction models for cervical cancer using diverse machine learning algorithms.Some studies have 

focused on feature selection methods to identify relevant biomarkers or risk factors associated with cervical cancer. 

3. Imbalanced Data Handling Techniques 

Imbalanced datasets are common in medical data, including cervical cancer datasets where positive cases (cancer instances) are 

usually a minority.Techniques like SMOTE have been used to address class imbalance issues by generating synthetic samples of 

the minority class. 

4. Feature Selection Methods 

Feature selection is crucial for building accurate and interpretable prediction models.RFERF is a novel approach that combines 

recursive feature elimination with random forest, effectively selecting the most relevant features for prediction. 

5. Performance Evaluation Metrics 

Studies have employed various evaluation metrics such as accuracy, sensitivity, specificity, and area under the ROC curve to assess 

the performance of cervical cancer prediction models.  

IV. RESULTS AND DISCUSSION 
  

1 Results of Descriptive Statics of Study Variables 

Cervical HPV/DNA specimen 

results for HPV genotype 

Number of women aged 35 

(n=510) 

Percentage 

% 

Number of women 

aged 45 (n=502) 

Percenta

ge % 

Negative 478 93.7 478 95.3 

Positive 32 6.30% 24 4.8 

By HPV genotype     

12 pooled positive 22 4.3 17 3.4 
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Table 1: Descriptive Statics 

Distribution of High Risk Genotypes According to Cervical HPV/DNA Specimen Results 

 

Colposcopy and biopsy was done for participants who screened positive by any method. Of the participants who were screened 

positive by HPV/DNA, confirmed CIN on Colposcopy was seen in 2.2% (n=11) and 1.8% (n=9) of participants in the 35-year 

cohort and 45-year cohort, respectively. Colposcopy confirmed CIN in 35-year cohort and 45-year cohort in participants screened 

positive by PAP and LBC  

 

Exclusion Criteria at Clinic Setting 

Reason Number of women aged 35 Number of women aged 45 

PV discharge 11 9 

Pregnancy 6 0 

Cervicitis 8 8 

Cervical erosion 6 6 

Fungal infection 5 8 

Total excluded 36 31 

RESULTS AND DISCUSSIONS 

 

16 positive 9 1.8 5 1 

18 positive 1 0.2 2 0.3 
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