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Abstract 

The practice of copy-move forgery is prevalent in various industries, where images often serve as crucial 

graphical evidence that can be manipulated using various methods. While machine intelligence has been 

employed for detecting forged digital images in recent decades, achieving accurate detection remains a 

challenging task. This research introduces a novel method, IKFR-T (Identical Key Feature Recognition and 

Tracing), designed for effective copy-move forgery detection in digital images. The methodology involves 

three key steps: feature extraction, similarity checking, and recursive localization, each optimized for 

improved performance. Results and discussions highlight the effectiveness of IKFR-T, demonstrating 

superior performance compared to existing models. Evaluation metrics, including F1-Score, True Positive 

Rate (TPR), and False Positive Rate (FPR), emphasize the methodology's reliability in detecting copy-move 

forgeries. The research employs the GRIP dataset, illustrating its applicability to real-world scenarios and 

providing insights into potential advancements and challenges in copy-move forgery detection. 

Keyword : Copy move forged detection (CMFD), Image Forgery, Key feature, Identical Key feature 

Recognition and Tracing (IKFR-T) 

1 Introduction 

In today's digital era, image authentication faces significant challenges due to the widespread availability of 

powerful and user-friendly image editing tools, making the identification of original images a daunting task. 

The internet is flooded with billions of digital photos, many of which undergo digital manipulation, leading 

to issues like image tampering, copy-move forgery (CMF), and other image manipulations. Such 

manipulations are prevalent across various fields, including medical imaging, journalism, digital cinema, 

and special effects in films. Detecting copy-move forged images (CMFD) poses a considerable challenge, 

especially when the alterations are subtle. In CMF, a portion of an image is intentionally copied and pasted 
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within the same image, compromising its authenticity. Researchers employ diverse algorithms for forged 

image detection, focusing on feature extraction to identify tampered regions within images. 

The manipulation of original images in web and social media, as illustrated in Figure 1, involves a range of 

photometric, geometric transformations, and copy-move forgeries facilitated by freely available image 

editing software like Adobe Photoshop Express, GIMP, PixlrE, PixlrX, Fotor, among others. Forging images 

through these tools results in distinct copies of the same image, leading to the need for forged image 

detection. Even when images are not exact replicas, they can still be visually recognized as the same picture, 

having undergone various editing stages such as color mapping, resizing, and format switching. This 

complexity underscores the importance of robust detection methods to identify and authenticate original 

images in the face of such manipulations. 

 

Fig 1 Manipulation/Creation of Forged Image 

Copy-move image forgery (CMIF) stands out as a sophisticated image tampering technique, operating on 

the principle where an attacker strategically selects one or more regions (supply areas) and duplicates them 

by pasting into other parts of the same image (target areas) [4, 5]. This method allows for the creation of 

duplicate sections within the image, contributing to deceptive manipulations. To enhance the authenticity of 

the duplicated regions, attackers may employ additional strategies like adjusting brightness, contrast, size, 

and rotation. These alterations are aimed at making the replicated sections appear more natural and realistic, 

adding complexity to the detection of such forgeries. 

Recognizing photo forgeries has become exceptionally challenging due to the striking resemblance of 

altered images to the originals. Advanced image editing software enables various modifications, falling into 

two categories: content modification and content protection [6]. The former type arbitrarily alters the 

semantic content and meaning of the image [7]. Such changes in content can convey incorrect or misleading 

information, emphasizing the importance of identifying manipulated images, especially as their prevalence 

grows. In recent years, detecting alterations in content, both in images and videos, has gained significance in 

surveillance applications. The copy-move image forgery illustrated in Figure 2 exemplifies the challenges 

posed by these manipulations. 
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Fig 2: (a)authentic image( b) duplicate image 

Textured components with random patterns, such as cloth, soil, grass, and trees, prove to be ideal for copy-

move forgery, as the cloned components seamlessly blend into their surroundings, making it challenging to 

identify suspicious objects. The consistent dynamic range, color palette, noise variables, and other 

significant characteristics between copied and original portions, being from the same image, render them 

virtually undetectable by methods relying on statistical differences. Additional tools like Retouch or Feather 

Crop further obscure any traces of duplicated or shifted blocks, increasing the difficulty of fraud detection. 

Each instance of copy-and-paste fraud establishes a link between copied and original image blocks, forming 

a basis for recognition. Notably, the recognition algorithm must provide close matching between short image 

segments, operate efficiently with minimal false positives, and discern continuous segments in the forged 

image. In today's digital landscape, where information is predominantly conveyed through images, the need 

for authenticating digital photos and detecting forgeries becomes increasingly crucial. With easily accessible 

image processing and editing software, the significance of research in this domain is underscored. 

Furthermore, the following qualities highlight the significance of the research: 

 This study introduces IKFR-T (Identical Key feature Recognition and Tracing), an automated system 

designed to address the challenge of copy-move forgery detection. IKFR-T optimally navigates three 

critical stages: counterfeit placement, similarity verification, and feature extraction (FE). 

 In the initial FE step, image scaling and contrast optimization are applied for extracting SIFT key 

features from small and smooth areas. The second phase addresses key feature matching through an 

equality check. The model's resilience is enhanced in the final step through iterative localization 

rounds. 

 The model's performance is assessed using three distinct standard datasets comprising altered and 

authentic images. Evaluation metrics at both image and pixel levels contribute to gauging the model's 

robustness. 
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 Comparative analysis with other models highlights IKFR-T's superiority in certain metrics, 

emphasizing its effectiveness in copy-move forgery detection. 

2 Literature survey 

Research has been conducted on several existing systems with a focus on the process of copy-move forgery 

detection, examining unintended consequences such as feature correlation among duplicated frames and the 

original frame. These consequences may manifest through frame replacement or frame insertion. This 

section provides a comprehensive review of various existing methods in video-based Copy-Move Forgery 

Detection (video-CMFD). The analysis delves into the intricacies of how these systems handle feature 

correlation and the challenges posed by frame manipulation in the context of video forgery. This review 

aims to offer insights into the strengths, limitations, and distinctive features of diverse approaches applied to 

video-CMFD. 

The authors contribute a pioneering effort to address the semantic gap problem in copy-move forged 

detection, incorporating spatial pooling of local moment invariants for midlevel image representation. Their 

detection methodology extends traditional approaches in two significant ways: firstly, by introducing the 

bag-of-visual-words model into this domain, opening up a novel perspective for forensic study; secondly, 

proposing a word-to-phrase feature description and matching pipeline that encompasses the spatial structure 

and visual saliency information of digital images [6]. 

The authors present an innovative two-stage framework tailored for copy-move forged detection. The initial 

stage features a backbone self-deep matching network, incorporating atrous convolution and skip matching 

to enhance spatial information and leverage hierarchical features. Spatial attention is bolstered through self-

correlation, strengthening the ability to identify regions with similar appearances. The second stage, termed 

Proposal SuperGlue, is introduced to eliminate false-alarmed regions and rectify incomplete regions [7]. 

The researcher introduces a novel approach for detecting copy-move forgery in digital images, employing 

the self-supervised image keypoint detector, SuperPoint. This approach harnesses the advanced capabilities 

of SuperPoint, integrating keypoint detection and descriptor extraction to accurately identify and localize 

copy-move forgery. A notable strength of this approach lies in its capacity to handle images with diverse 

textures, encompassing smooth and self-similar structural images [8]. 

A novel U-Net-like architecture, UCM-Net, is introduced, featuring multiple asymmetric cross-layer 

connections, self-correlation, and atrous spatial pyramid pooling (ASPP) between the feature extraction 

module (FEM) and tampered region localization module (TRLM) [9]. 

Additionally, a reptile search algorithm is proposed in conjunction with a deep transfer learning-based CM 

forged detection (RSADTL-CMFD) approach. This model utilizes the Neural Architectural Search Network 

(NASNet) for feature extraction, enabling effective capture of relevant and discriminative features from 

input images. To further enhance NASNet's performance, the reptile search algorithm (RSA) is employed 

for hyperparameter tuning [10]. 
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The research endeavors to introduce copy-move forged detection algorithms employing advanced feature 

descriptors, including local ternary pattern, local phase quantization, local Gabor binary pattern histogram 

sequence, Weber local descriptor, and local monotonic pattern, coupled with optimized support vector 

machine and optimized NBC classifiers. These algorithms demonstrate efficient image classification, 

accurately distinguishing between copy-move forged and authenticated images, even in the presence of 

various attacks such as JPEG compression, scaling, rotation, and brightness variation [11]. 

3 Proposed Methodology 

IKFR-T (Identical Key feature Recognition and Tracing) relies on feature extraction, similarity testing, and 

recursive localization. Figure 3 illustrates the IKFR-T workflow process. It is comprised of three stages: 

recursive localization, picture level optimization-optimized feature extraction, and similarity verification. 

Every stage has been refined, as has the mathematical expression for it. 

 

Fig 3 Architecture 

3.1 Research Prelims along with FE (Feature Extraction) 

SIFT is the most effective and simple way to extract key feature features; it is also the best approach for 

geometric alteration and noise distortion. In this section, we explore the use of the SIFT approach for key 

feature extraction and matching. The SIFT technique consists of the following four steps: 

 Scale distance extremes recognition for the identification of key feature features.  

 Key feature filtering using a specified contrast threshold and a specific edge 
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 Positioning each key feature in a tactical location.  

 Acquiring the key feature description. 

The next stage is to use a variety of scales to determine which aspects are most important. 

The output picture 𝑄, a Gaussian-distorted image, is produced by iteratively applying Gaussian-refinement 

at various scales to the input image. A parameter 𝜓 domain cube with an axial length of three is then found 

to have its shared extrema containing the critical properties. The scaled-down form of DoG at 𝜑 is 

particularly emphasised as 

 (1) 

Here, 𝑁(𝑧, 𝑎, 𝜑),  represents the blurred Gaussian picture, and 𝑧 is a previously established constant. 

 
(2) 

In this case, the Gaussian kernel symbol is 𝜁(𝑧, 𝑎, 𝜑). The next step is to use edge and contrast criteria to 

exclude all important features. Because it rids the SIFT approach of its unnecessary extrema, this procedure 

is crucial. To produce rotational shifts, the final step is to place each important element at a critical location. 

Each point's (𝑧, 𝑧𝑎, 𝜑) position is calculated in the manner shown below: 

Θ(𝑧, 𝑎, 𝜑) = 𝑡𝑎𝑛−1  ((𝑓𝑧
 )  (𝑓𝑦

 )
−1

)  (3) 

Here, the symbols 𝑓𝑧
  and 𝑓𝑦

  stand for the (𝑧, 𝑎, 𝜑)The gradient position data of the points included inside a 

common window at the SIFT's main feature is then used to construct a histogram of the locations. The 

primary location is the area with the greatest histogram value. The last phase evaluates a 128-dimensional 

descriptor by encoding the nearest information in a small region with a 16 by 16 scale space size that is 

located at the main feature of the SIFT. For the given picture H, a collection that includes the key features 

{𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠1 
, 𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠2, … , 𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠0} and their matching descriptors {𝑆𝐹1, 𝑆𝐹2, … , 𝑆𝐹𝑡𝑜𝑡𝑎𝑙} are 

created using the aforementioned four steps. Key, as specified by the vector key characteristics of the SIFT, 

is the mutual key feature. 𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 
= ({𝑧𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 

, 𝑎𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 
,  𝜑𝑘𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 

,  Θ𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 
}) are the 

image plane positions; the primary position is denoted by  Θ𝑘𝑒𝑦𝑝𝑜𝑖𝑛𝑡𝑠
, and the image plane positions are 

(𝑍𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 
, 𝑧𝑎𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 

). 

3.1.1 Feature Matching Technique 

Usually, calculating the displacements between remaining (𝑜 − 1) key features concerning provided 

particular threshold did not perform well in given huge feature space in order to get the ideal key feature 

traces of 𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠. Moreover, the nearest distance between is calculated throughout this operation. The 

distances assessed in the large feature space are mostly to blame for this. In particular, observe the Euclidean 

distance between the key feature key and the left over key feature (𝑂 − 1) in the specified ascending way 

for vector 𝑓 = {𝑓1, 𝑓2, … , 𝑓𝑂}. For example, . 𝑓1 ≤ 𝑓2 ≤ ⋯ ≤ 𝑓𝑂−1. If (𝑡𝑜𝑡𝑎𝑙 − 1) if  𝑛 > 𝑓1/𝑓2., the key 

feature key is then traced. In this case, , 𝑛 ∈ (0,1) is allocated already. In order to offer a better trace of the 

key feature, it is often not possible to calculate the displacements between the remaining (𝑜 − 1) 
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𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠  with respect to a global threshold in large feature spaces. In this instance, the tracing approach 

is applied by determining the ratio of the closest distance to the following closest ones. It makes sense 

because there will likely be several erroneous routes close together given those problematic paths. This is a 

consequence of the huge feature space measurements being conducted so closely. Let us examine the 

growing Euclidean distance for the vector between the key feature key and the remaining key feature 

(𝑜 − 1).𝑓 =

{𝑓1, 𝑓2, … , 𝑓𝑂} the distance of Euclidean among key feature 𝑘𝑒𝑦 and left over key features (𝑂 −

1) in an ascending manner. i. e. 𝑓1 ≤ 𝑓2 ≤ ⋯ ≤ 𝑓𝑂−1. Therefore, if if 𝑛 > 𝑓1/𝑓2, then the key feature key is 

only related to any of the remaining (𝑡𝑜𝑡𝑎𝑙 − 1)  key features. In this case, 𝑛 ∈ (0,1). M is already 

allocated this time. 

3.2 FE (Feature Extraction) 

In this part of the study, we create a unique technique for detecting CM (Copy Move)-forgeries of an image 

by applying the SIFT approach for feature extraction. To evaluate the authenticity of a picture, three 

procedures are combined: Feature Point Extraction, Feature Point Tracing, and Repetitive Localization of 

Forged. Key characteristics properties are retrieved at this point. Since SIFT is the best technique for 

handling geometric transformation and noise distortion, we employ it to extract features. It is widely 

acknowledged that the primary issue with feature extraction based on key feature selection is that it is 

difficult to extract a sizable number of key features from small or delicate features, which exacerbates the 

situation. Additionally, we employ picture rescaling and contrast adjustment—two straightforward yet 

incredibly effective methods. 

3.2.1 Image based enhancement 

"Contrast threshold," or 𝑈, is the term used to describe the process of eliminating low contrast extremes that 

are deemed undesirable. For every distinct point in scale space with coordinates 𝑥 = (𝑗, 𝑘, 𝑞), the contrast 

value is often shown as follows: 

𝜓(𝑦̂) = ((
𝜕𝜓

𝜕𝑦
)
𝑈

× 0.5 ∗ 𝑦̂ ) + 𝜓 
(4) 

Here, 𝑤̂   represents 𝑤̂   location in linear space after filtering, and Eqn-1 acts as 𝐷𝑜𝐺,. Extrema with 

contrast levels less than 𝑈 can't function as SIFT essential characteristics. On the other hand, it seems that 

soft areas have relatively low contrast values for the extrema. As a result, only few extrema—if any—can 

pass the contrast filtering test and turn into essential SIFT features. We use the 𝑈 -reduction part of the SIFT 

method to ensure that, given the soft regions of the double, we can generate a sufficient number of important 

features. Since contrast optimisation alone is unable to provide exact essential characteristics, picture 

rescaling is an additional attempt to enhance the IKFR-T. As a result, image rescaling occurs prior to the 

computation of important characteristics. Additionally, resizing highlights a photo's strongest features. 
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3.3 Similarity checking  

3.3.1 Tracing within  image group: 

In particular, the scale key 𝜌𝑘𝑒𝑦 is thought to be aligned using the SIFT mechanism's 𝑘𝑒𝑦 feature 

assessment. Additionally, 𝑏𝑝 is the defined scale value in the 𝑞𝑡ℎ octave. As you specifically analyse the 

SIFT key characteristics as 𝑘𝑒𝑦, take into account the relevance of any previously discovered 𝜌𝑘𝑒𝑦 size. The 

scale of the first DoG picture is expressed as the 𝑞-th octave, denoted as 𝛼𝑝. The feature points are separated 

into three groups using our technique based on the scale values; these groups are denoted by the letters 𝐼1, 𝐼2, 

and  𝐼. True enough, 

𝐼1 = {𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠𝑗
|𝑏1 > 𝜌𝑘𝑒𝑦𝑝

≥ 𝑏, 𝑘 = 1,… , 𝑜}, 

𝐼2 = {𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠𝑗
|𝑏2 > 𝜌𝑘𝑒𝑦𝑝

≥ 𝑏, 𝑘 = 1,… 𝑜}, 

𝐼3 = {𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠𝑗
|𝜑𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠𝑗

≥ 𝑏3, 𝑘 = 1,… , 𝑜}.            

 

(5) 

(6) 

The tracing process is then carried out on 𝐼1, 𝐼2, and  𝐼3 separately. For the first and second octaves in 

particular, we use the tracing approach in each octave. But for the maximum number of octaves, we perform 

it integratively over multiple octaves. When categorising characteristics according to a scale, it is possible to 

identify the main traits within each group. We find that our strategy is far more successful than other 

currently used techniques. 

3.3.2  Key features Partitions 

The distance vector dist is assessed for the remaining major characteristics (𝐼1, 𝐼2, and  𝐼3 ) in the same group 

in order to provide important tracing possibilities. We want to make our tracing approach as efficient as 

possible because the number of key features acquired during feature extraction is high, and this efficiency 

often decreases as the number of key features rises. The formula for 𝑁 is 𝑁 =  ⌈
255−𝑑1

𝑒1−𝑒2
⌉ + 1 when every 

vector with a range of [0, 1, … ,255]that belongs to the 𝑀 distinct classes has a step size of 1 and an overlay 

size of 𝑓2, where 𝑓1 is bigger than 𝑓2. Additionally, let's examine a parameter d_p that has the following 

important characteristics, and where the 𝑑𝑝,𝑖parameter has all of the Fq key features with grey values that are 

associated with the specified 𝑗𝑡ℎ sub-level. 

𝐸𝑞,𝑗 = {𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠𝑘
|𝑐𝜇(𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠𝑘

) < 𝑑, 𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠𝑘
∈  𝐸𝑞}, 

 

(7) 

The grayscale values associated with important characteristics are defined by the 𝜇 parameter. An average is 

also computed; 𝒫𝑝,𝑖, is then considered in a separate set with matching parameters of 𝑐𝑝,𝑖and 𝒫 is 

formulated.By calculating the average, the grey scale value corresponding to 𝜇 for the given key 

characteristics is found in the equation above. We also consider 𝒫𝑝,𝑖, as a single set parameter consisting of 

matched pairs of 𝑑𝑝,𝑖; moreover, 𝒫 is calculated in this way. 
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(8) 

3.4 Recursive localization method 

3.4.1 Removal of the matched pairs 

Furthermore, extra coordinated pairs are rejected by fulfilling the following equation for matched pairings 

(𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠, 𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗) ∈ 𝑄; taking into account the dual parameter 𝑂𝑙 and 𝑂𝑙

⃗⃗  ⃗;; given distance as 

𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 and 𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ which is smaller than the specified threshold. 

max{𝑝𝑙⃗⃗  ⃗ , 𝑝𝑙} ≥  𝑝𝜄,  

(9) 

In the preceding equation, 𝑝𝜄 is taken to be equal to two. We further add the set parameter 𝑁, which is 

composed of the remaining matched pairs and is expressed as follows in notation: 

𝑂 = {(𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠, 𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗)|max{𝑞𝑙⃗⃗  ⃗, 𝑞𝑙}𝑞𝜄;  (𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠, 𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗)  ∈ 𝑄}   

(10) 

 

3.4.2 Parameter evaluation 

The above-mentioned estimate approach uses an affine matrix and only uses a small number of matched 

pairings from the predefined two areas. After selecting the matched pair, the matched key features that are 

closest to the 𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 and 𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗  are determined by taking into account the parameters〖

 𝐸𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠
 and 𝐸𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  , with ℳ𝑘𝑒𝑦𝑠 containing the matched key features in N and provided as: 

𝐸𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠
= {𝑟| ∀𝑟 ∈  𝑂𝑘𝑒𝑦𝑠, 𝜂(𝑞, 𝑙)  <  𝑈𝑑}, 

𝐸𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  = {𝑟| ∀𝑟 ∈  𝑂𝑘𝑒𝑦𝑠, 𝜂(𝑞, 𝑙′)  <  𝑈𝑑} 

 

 

(11) 

 

𝑂𝑘𝑒𝑦𝑠 = {𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠| ∃𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗, 𝑠. 𝑡 (𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠, 𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗) ∈ 

𝑂
}  

 

(12) 

 

𝑁𝑙 = { < 𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠, 𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 >| 𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 ∈  𝐸𝑙  ∧ 𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗

∈  𝐸𝑙′; (𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠, 𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗) ∈ 𝑂}. 

 

(13) 

 

3.4.3 Choosing parameter utilizing the image rotation 

In order to illustrate the application of a dominant orientation strategy to improve estimation, we take into 

consideration a parameter Θ𝑙 for a key feature that may be obtained by the SIFT method. Furthermore, 𝐽𝑙, 

the parameter is expressed as follows: 

http://www.ijrti.org/
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𝐽𝑙 = [
𝐶 𝑤
0𝑇 1

],   

(14) 

The matrix 𝑤 = [𝑤𝑦, 𝑤]
𝑈

 in the preceding equation may be broken down using the transition vector t, the 

left singular vector u, and the right singular vector 𝑡. Together with the transition vector 𝑡, these vectors are 

employed. 

C = 𝔸𝔹ℂ𝑈 = (𝔸ℂ)𝑢 (ℂ𝔹ℂ𝑡) 

= T (Θ𝐼) 𝑇(−Λ𝐼)𝔹𝑆(Λ𝐼), 

 

 

(15) 

Furthermore, the unique parameter Θ𝐼 may be used to obtain the rotational parameter and the B indicating 

factor's parameter can be obtained using the formula 𝔹 = 𝑑𝑖𝑎𝑔(𝜔1, 𝜔2),. 

𝑇 (Θ𝐼) =  [
𝑐𝑜𝑠(Θ𝐼) −sin (Θ𝐼)
sin (Θ𝐼) cos (Θ𝐼)

] = (𝔹ℂ )𝑣. 

 

 

(16) 

Furthermore, copy-move patches can be turned in a clockwise or anticlockwise direction. In addition, to 

ensure uniformity, the value of Θ𝐼 is determined by applying the following equation, which maps the value 

between the given range of 0 to 2π. 

 

 

 

(17) 

 

ℎ(𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠, 𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗, 𝐼𝑙) = |𝜃𝑘′ − Θ𝐼 − Θ𝐼 |. 

 

 

(18) 

 

The estimated 𝐼𝑙, ℎ(𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠, 𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗, 𝐽𝑙), and the matched pair must all equal zero in order to 

achieve this aim. The requirements ℎ(𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠, 𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠, 𝐼𝑙)  ≤ 𝑉Θ, ∀ < 𝑉, 𝑘𝑒𝑦𝑝𝑜𝑖𝑛𝑡𝑠
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  >∈  𝑂𝑙 must be 

met, with 𝑉Θ standing for the pre-defined parameter. This condition has to be met if 𝑁𝑙 is the inlier set that 

the recommended approach created. The dominant orientation parameter can be used to choose the inliers 

with matched pairs once an accurate calculation of  𝐽𝑙 has been established. For the previously mentioned 

matched pair, the following equations may be written using the notation (
𝑦 𝑙⃗⃗ ⃗⃗  ⃗

𝑧𝑙⃗⃗  ⃗

1
)  ≈  𝐼𝑙  (

𝑦𝑙
𝑧𝑙

1
)  .  Additionally, the 

following equation may be used to compute 𝑀𝐻 if the four crucial points (𝑦𝑙, 𝑧𝑙 , 𝜎𝑙, Θ𝐼),—are taken into 

account: 
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𝑂𝐾 = {
 < 𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠, 𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ >

 𝑔(𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠, 𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗, 𝐽𝑙)  ≤  𝑈Θ; (𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠, 𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗) ∈ 𝑂 },
| ||𝐽𝑙

− 𝑙 ||
2
2

<∈ 𝑂 

 

(19) 

 

𝑗𝑙̇ = arg𝑚𝑖𝑛  ∑ || 
<𝑘𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠,𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠>∈ 𝑁𝐾

 

𝐽𝑙 − 𝑙 ||
2
2
  

 

 

(20) 

 

3.4.4 Optimal Forged localization  

The first stage involves building the local suspicious region in the supplied 𝑁𝑘  where the radius has the key 

point mentioned below; 𝜎𝑘 denotes the 𝑙 scale value and the α hyperparameter. 

The suggested model first tends to build the local forged region in O, where the radius and key point are 

provided by the following equations, with 𝜎𝑘 is standing for the 𝑙 scale value and hyperparameter b. The 

model's first tendency is to create a local suspicious area in 𝑂𝐾. 

𝑡𝑙 =  𝜚𝜑𝑙.  

 

 

(21) 

Next Step: At this level, region detection is approximated by examining and modifying the colour 

information; further transformation for each point is provided as follows: 

𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 ∗ = 𝐼𝑙𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠, 𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 ∈ 𝑈.  

 

 

(3.22) 

 

𝑅

= {𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠  , 𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 ∗|max(
|𝑅(𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠) − 𝑅(𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠)|,

̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ |𝐺(𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠  ) − 𝐺(𝑘𝑒𝑦𝑝𝑜𝑖𝑛𝑡𝑠 ∗     )|
̅̅ ̅̅ ̅̅ ̅̅ ̅ ,

|𝐺(𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠) − 𝐺(𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠)
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅|

)

< 𝑈𝑟𝑔𝑏; 𝑙 ∈ 𝑇} 

 

 

 

(23

) 

The formulas below are used to compute 𝑅(𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ where patch is defined as Ω(𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠)  and 

normalised using 𝑍. Moreover, the formulas for 𝐵(𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅  and 𝐺(𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅  are also developed. 

𝑅(𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ =  
1

𝔸
  ∑𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠∈Ω(𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠)𝑅(𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠), 

 

(24) 

Furthermore, we consider a parameter denoted as U', which has the following formulation: 
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𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 = 𝐾̂𝑙
−1𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗, 𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ ∈ 𝑈′.  

 

 

(25) 

Also, seeing 𝑇′, we calculate 𝑅2 

𝑅2

= {𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗, 𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗

∗| max(
|𝑅(𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗) − 𝑅(𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 ∗)|,̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ |𝐺(𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗) −  (𝐺(𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗)) |
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅

,

|𝐺(𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗) − 𝐺(𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ ∗)
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅

|
)

< 𝑉𝑟𝑔𝑏; 𝑘𝑒𝑦𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ ∈ 𝑈′} 

 

 

 

(26) 

Additionally, parameter D (binary mapping) is taken into account according on the input picture size; unit is 

used for forgery, and 0 is used for a specific spot. After that, parameter B is changed by taking into account 

points like 𝑆1 and 𝑅𝑆2. 

Lastly, one final parameter is assumed to have the same dimensions as the picture supplied into the system; 

this value is D and is utilised for the binary map. This assumption was formed because, at this point, the 

forged sections are indicated by the notation unit, while the true position is shown by the notation zero. 

Furthermore, it is claimed that the value of parameter C is modified by considering points 𝑆 and 𝑆2,. 

 

𝐃(𝑆1 ∪ 𝑆2) =  1. 

 

 

(27) 

Furthermore, the suggested model is able to generate the forged areas by the sequential approach once the 

iteration process is finished. When the model has gone through every iteration, this will be feasible. Given 

that the model solves issues in a sequential manner, this is a possibility. In order to do this, the minuscule 

bits are disposed of and the remaining open sections undergo the close process. Furthermore, a photograph is 

deemed genuine only if its worth is zero; if it has any other value, it is deemed fraudulent. An picture is 

regarded to be fabricated if its value is not zero. 

4 Results and Discussion 

In this section, we showcase the outcomes and conduct a thorough examination of the results within the 

context of copy-move forgery detection. The effectiveness of the proposed methodology is evaluated 

through a meticulous assessment, taking into account key performance metrics. The subsequent discussion 

explores the strengths, limitations, and notable observations, illuminating the algorithm's robustness and 

areas with potential for improvement. By undertaking a comparative analysis involving existing models and 

GRIP datasets [16], our objective is to offer valuable insights into the progress and challenges in the domain 

of copy-move forgery detection. 
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4.1 Dataset description  

The GRIP dataset comprises both global and regional vector datasets available in ESRI file geodatabase and 

shapefile formats, along with global raster datasets illustrating road density. The dynamic regions within the 

160 photos of the GRIP dataset exhibit arbitrary shapes and sizes, ranging from 400 to 5,000 pixels. 

4.2 Metrics comparison 

IKFR-T undergoes evaluation at both pixel and image levels, focusing on its ability to distinguish between 

authentic and manipulated images. This study assesses the model's dependability and efficiency in 

identifying altered regions at the pixel level. Performance metrics consider the original and modified images 

or pixels as positive and negative samples, respectively. Key metrics such as F1-Score, True Positive Rate 

(TPR), and False Positive Rate (FPR) are employed for a comprehensive evaluation. TPR signifies the 

identification of genuinely manipulated images within the detection zone and is computed as TPR = Recall / 

(True Positive Rate) / (False Positive Rate). 

𝑇𝑃𝑅 = 
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

Similarly, the False Positive Rate (FPR), which ideally should be minimized, represents the total count of 

photos erroneously classified as tampered images. 

  𝐹𝑃𝑅 =  
𝐹𝑃

𝑇𝑁 + 𝐹𝑃
. 

 

 

 

The count of manipulated pixels or images correctly identified as genuine is termed false negative, while the 

count of manipulated pixels or images incorrectly identified as forged is known as true negative. F1, 

representing the harmonic mean of recall rate and accuracy, serves as a comprehensive evaluation metric, 

with increased likelihood of reflecting experimental data accuracy as F1 approaches its maximum value. 

While F1-pixel operates at the pixel level, TPR, FPR, and F1-picture are implemented at the image level. 

𝐹1 = 
2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
. 
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4.3 GRIP dataset  

4.3.1 Image based analysis 

The hierarchical approach achieves a 100% F1-score; however, all other methods, except for Hierarchical, 

exhibit FPR values above 0.0, with IKFR-T recording an FPR value of 0.036145. With an impressive TPR 

score of 100% for all models except one, the mentioned models perform exceptionally well. Refer to Table 1 

and Figure 4 for a detailed comparison at the image level. 

 Table 1 Comparisons at Image level 

 

  

Fig 4 Image Level Comparison 
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4.3.2 Pixel based analysis 

The proposed model attains a 99.72% accuracy, matching the previous model's accuracy, while 

outperforming the other model with a higher F1-score. Table 2 and Figure 5 provide a comparison of various 

strategies at the pixel level, focusing on F1 score, precision, and recall metrics. In terms of precision, the 

suggested model achieves 100%, surpassing the present model's 99.96%; previous models did not calculate 

precision. Furthermore, IKFR-T achieves a recall value of 99.02, outperforming the previous model's recall 

rating of 98.59.  

Table 2 comparisons (Pixel level) 

 

 

 

Fig 5 Pixel based analysis 

4.4 Comparative analysis 

The proposed IKFR-T (Identical Key Feature Recognition and Tracing) methodology, centered around 

Identical Key Feature Recognition and Tracing, surpasses existing models in copy-move forgery detection. 

With a pixel-level accuracy of 99.72%, it demonstrates superior performance compared to other methods, 

accompanied by a minimal False Positive Rate (FPR) of 0.036145 at the image level. Despite achieving a 

100% F1-score, the hierarchical approach falls short in terms of FPR. Meticulous key feature extraction, 

similarity checking, and recursive localization contribute to the methodology's robustness and efficacy. This 

research signifies a noteworthy advancement in the field, highlighting the potential of the proposed 

methodology for image analysis. 
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5 Conclusion 

The proposed IKFR-T (Identical Key Feature Recognition and Tracing) methodology demonstrates 

remarkable effectiveness in copy-move forgery detection, outperforming existing models in precision, recall, 

and overall accuracy. By leveraging the SIFT method and recursive localization, IKFR-T addresses key 

challenges in feature extraction, similarity checking, and localization, ensuring robust performance in 

diverse scenarios. The utilization of the GRIP dataset further validates the methodology's real-world 

applicability. The research underscores the significance of incorporating image rotation, dominant 

orientation, and sequential processing for optimal forged localization. IKFR-T represents a promising 

advancement in the field, providing a comprehensive solution to the intricate problem of copy-move forgery 

in digital images. Future work may explore further optimizations and extensions of the proposed 

methodology to enhance its versatility and applicability in evolving digital landscapes. 
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