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ABSTRACT: The rise of social media platforms has created new opportunities for 

individuals to connect and share information. However, these platforms have also given 

rise to cyberbullying, a pervasive and harmful form of online behavior that can have serious 

consequences. To combat cyberbullying, researchers have begun exploring the use of 

machine learning techniques to detect and prevent these incidents.  

 This project presents a comprehensive review of the current state-of-the-art 

in cyberbullying detection using machine learning, including an analysis of the various 

techniques and approaches that have been used, their effectiveness, and the challenges 

that remain. Through this review, we identify areas for future research and provide 

recommendations for improving the accuracy and effectiveness of cyberbullying detection 

using machine learning. 
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INTRODUCTION 

 
 Cyberbullying is the use of electronic communication to bully, threaten, or 

harass individuals or groups, commonly occurring on social media platforms, through text 

messages, or on online forums. This form of abuse encompasses various behaviors such 

as spreading rumors, sharing embarrassing content, or sending threatening messages, all 

of which can inflict severe psychological and emotional harm on victims. 

Cyber bullying is a type of harassment that takes place online or through digital 

communication channels. It involves using electronic devices and online platforms to 

threaten, humiliate, or intimidate someone. The rise of social media and other online 

platforms has led to an increase in cyberbullying incidents, making it a significant societal 

problem that needs to be addressed. 

One of the ways to tackle cyberbullying is to use machine learning techniques to 

detect and prevent it. Machine learning is a subfield of artificial intelligence that involves 

the use of algorithms and statistical models to enable computers to learn from data and 

make predictions or decisions without being explicitly programmed. By training machine 

learning models on large datasets of cyberbullying instances, it is possible to develop 

accurate and reliable cyberbullying detection systems. 

The objective of this research is to develop a cyberbullying detection system using 

machine learning techniques. The system will be trained on large datasets of cyberbullying 

instances, including text, images, and videos. The system will use a combination of natural 

language processing (NLP) and computer vision techniques to analyze the content and 

context of digital communication channels, such as social media platforms, messaging 

apps, and online forums. 

The proposed system will use supervised machine learning algorithms, such as 

logistic regression, decision trees, and support vector machines (SVM), to classify instances 

of cyberbullying accurately. The system will be evaluated using standard metrics such as 

precision, recall, and F1 score to measure its performance. 

The potential benefits of this research are significant. A reliable and accurate 

cyberbullying detection system can help prevent cyberbullying incidents and protect 

vulnerable individuals. The system can also help parents, teachers, and other caregivers 

to monitor and control children's online activities and protect them from cyberbullying. 

Additionally, the system can help social media platforms and online forums to detect and 

remove cyberbullying content and improve their user experience. 

In conclusion, developing a cyberbullying detection system using machine learning 

is a promising approach to addressing the issue of cyberbullying. The proposed system 

can help prevent cyberbullying incidents, protect vulnerable individuals, and improve the 
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safety and security of online communities. 

PROBLEM STATEMENT: 

The problem statement for "Cyberbullying Detection Using Machine Learning" is to 

develop an automated system that can identify cyberbullying behavior in social media 

platforms, emails, and other digital communication channels. The system must be able to 

analyze text and multimedia data and classify them as either cyber bullying or not. The 

system needs to be accurate in detecting cyberbullying behavior and not misclassify 

harmless communication. It should also be able to identify patterns and trends in 

cyberbullying behavior to help develop preventive measures. The development of such a 

system is important because cyberbullying can have serious consequences for individuals, 

including depression, anxiety, and even suicide. It can also have a negative impact on 

society as a whole, as it can lead to social isolation and disengagement. To develop a system 

that can accurately detect cyberbullying, a large dataset of labeled examples will be needed, 

along with various machine learning algorithms, such as natural language processing, 

computer vision, and deep learning. The system will also require ongoing training and 

updates to stay current with evolving cyberbullying tactics and behaviors. 

DESIGN: 

SYSTEM ARCHITECTURE: 

System architecture is a conceptual model that describes the structure and behaviour of 

multiple components and subsystems. 
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USE CASE DIAGRAM: 

 A use case diagram is used to represent the dynamic behaviour of a system. It 

encapsulates the system’s functionality by incorporating use cases, actors, and their 

relationships.  

Purpose 

 The main purpose of a use case diagram is to portray the dynamic aspect of a system. 

It accumulates the system’s requirement, which includes both internal as well as 

external influences. 

Components 

  USE CASE 

  ACTOR 

 ASSOCIATION OR COMMUNICATION LINK IN BOUNDARY OF SYSTEM 

 

 

MODEL INFORMATION: 

1. SVC: 

SVC stands for Support Vector Machine Classifier, which is a type of machine 

learning model used for classification tasks. The SVC model works by finding the 

optimal hyperplane (i.e., a line or a plane) that separates the data into different 

classes in a way that maximizes the margin (i.e., the distance between the hyper 

plane and the closest data points of each class). This hyper plane is determined by 

identifying a set of support vectors, which are the data points closest to the hyper 

plane. 

In practical terms, the SVC model works by taking a set of input data and 

output labels, and using this to learn the optimal hyper plane that can be used to 

classify new, unseen data. The model is trained by finding the set of support vectors 
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that maximizes the margin between the classes. Once trained, the SVC model can 

be used to predict the class of new data based on its input features. 

SVC models can be used for a wide range of classification tasks, from image 

recognition to fraud detection. They are particularly useful when the data is not 

linearly separable, as they can use a technique called kernel trick to transform the 

data into a higher dimensional space where it is more easily separable. 

 

2. Navie Bayes (Nb) 

NB stands for Naive Bayes, which is a type of probabilistic machine learning model used 

for classification tasks. The NB model is based on Bayes' theorem, which states that the 

probability of a hypothesis (i.e., the output class) is proportional to the prior probability of 

the hypothesis and the likelihood of the evidence (i.e., the input features) given the 

hypothesis. 

The NB model works by assuming that the input features are conditionally independent 

given the output class. This is known as the "naive" assumption, as it is often not true in 

practice, but simplifies the model and makes it computationally efficient. Based on this 

assumption, the NB model estimates the probability of each output class given the input 

features using the Bayes' theorem and the prior probabilities of the output classes. 

There are several variants of the NB model, including the Gaussian NB, Multinomial 

NB, and Bernoulli NB. Gaussian NB assumes that the input features follow a Gaussian 
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distribution, while Multinomial NB and Bernoulli NB are used for discrete input features 

such as word counts in text classification tasks. 

 

EVALUATION METRICS 

The performance of the proposed architecture is evaluated based on several 

statistical measures in addition to our new metric, defined as the corona score. 

Accuracy 

Accuracy is a metric that quantifies the competency of the method in defining the 

correct predicted cases 

 

 True Positive: True Positive is equal to the number of correct predicted positive cases. 

 False Positive: False Positive is equal to the number of incorrect predicted positive 

cases. 

 True Negative: True Negative is equal to the number of correct predicted negative 

cases. 

 False Negative: False Negative is equal to the number of incorrect predicted negative 

cases 
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Recall 

Recall is the sensitivity of the method 

 

Precision 

Precision is the ratio of the unnecessary positive case to the total number of positives. 

 

Specificity 

Specificity is the ratio of correct predicted negatives over negative observations. 

 

 

 

F1-Score 

F1-Score is the measure of the quality of detection. 

 

 

 

Results: 
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Figure 1: home page 

 
 

Figure 2:user login 
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Figure 3: user details 

 
 

Figure 4: prediction page 
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Figure 5: model prediction output 

 

CONCLUSION 
 

In conclusion, cyber bullying detection using machine learning is an important area 

of research that has gained significant attention in recent years. The use of machine 

learning models such as Support Vector Machine (SVM) and Naive Bayes (NB) have shown 

promising results in detecting and classifying instances of cyberbullying in online social 

media platforms with accuracies of 72 % and 75 %. SVM models are effective in dealing 

with high dimensional data and can handle non-linearly separable data by using kernel 

methods. On the other hand, NB models are relatively simpler to implement, 

computationally efficient, and can handle high-dimensional data with many input 

features. 

Overall, both SVM and NB models can be used in cyber bullying detection with 

varying degrees of effectiveness, depending on the specific use case and the nature of the 

data. It is important to note that these models are not a complete solution to the problem 

of cyberbullying detection, and must be used in conjunction with other methods and 

techniques for effective detection and prevention. With further research and development, 

machine learning models such as SVM and NB have the potential to greatly enhance our 

ability to detect and prevent cyberbullying, and promote a safer and more inclusive online 

environment. 
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