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ABSTRACT 

Human Activity Recognition (HAR) serves as a pivotal function with implications spanning from healthcare 

monitoring to security systems. Recent advancements in Machine Learning (ML) alongside Computer Vision 

techniques have demonstrated considerable progress in automating this task. This paper offers a detailed review and 

analysis of diverse ML algorithms and Computer Vision methods used in HAR systems. We explore the challenges 

encountered in this field, such as variability in human actions, occlusion, and changes in perspective, and examine 

how various methodologies mitigate these issues. Moreover, we spotlight principal datasets employed for training 

and evaluation. Through a thorough empirical analysis, we assess the performance of various ML models in precisely 

identifying human activities from sensor data or video feeds. Our observations affirm the effectiveness of deep 

learning frameworks, especially Convolutional Neural Networks (CNNs), in detecting complex spatiotemporal 

patterns essential for HAR endeavors. Additionally, we explore forthcoming trends, ongoing challenges, and future 

avenues for research in this evolving area, highlighting the promise for continued progress through joint efforts 

among the ML and Computer Vision communities. 

Keywords: VGG16 ,Open-CV. 

I INTRODUCTION 

Human Activity Recognition (HAR) is a complex task in the realm of time series classification that entails predicting 

a person's movements based on sensor inputs. Traditionally requiring deep expertise in signal processing, this task 

involves the meticulous crafting of features from raw data to develop a suitable machine learning model. However, 

advancements in deep learning, particularly the use of CNN and recurrent neural networks (RNNs) like long short-

term memory networks (LSTMs), have proven effective. These methods can autonomously extract features from 

raw sensor data and achieve state-of-the-art results in activity prediction. HAR often occurs in indoor settings and 

involves common actions such as walking, standing, or more specific activities like those in kitchens or industrial 

environments. The sensors, which might be embedded in smartphones or worn as part of fitness trackers, capture 

data like acceleration and rotation. In contemporary times, the widespread availability of smartphones and fitness 

devices has made collecting such sensor data more feasible and cost-effective, enhancing the study of HAR as a 

prevalent area of research. The task itself is framed as either a univariate or multivariate time series classification 

challenge, where the primary goal is to determine the activity from a snapshot of sensor data. This is often achieved 

by segmenting continuous data streams into smaller chunks or windows using a sliding window technique, which 

are then classified into broad activity categories. The challenge lies in the significant variability in how different 

individuals perform the same activity, which can affect the consistency of the sensor data, making accurate activity 

recognition a demanding yet critical task. 
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II. RELATED WORK 

Transfer learning is indeed a fascinating aspect of machine learning. It's like leveraging previously acquired 

knowledge or expertise to tackle new, similar tasks. By transferring knowledge from one domain to another, it often 

reduces the need for extensive labeled data or computational resources, making the learning process more efficient. 

It's akin to how humans learn; we use our past experiences to tackle new challenges or learn new skills. This concept 

has parallels in the psychological concept of learning transfer, though direct connections between these fields are 

minimal. The reuse or transfer of knowledge from previously mastered tasks to novel tasks can significantly enhance 

learning efficiency. It involves the adaptation of a pre-trained model to a new, albeit similar, problem. This approach 

has become exceedingly popular in deep learning, as it allows for the training of robust neural networks with 

relatively limited data—a common scenario in many real-world applications where massive labeled datasets are 

scarce. 

In this process, the knowledge from a machine learning model that has been trained on one task is applied to a 

different, albeit related, task. For example, a model trained to classify images as containing a backpack could be 

repurposed to recognize other items like sunglasses, utilizing the learned features from the original training. Transfer 

learning essentially leverages the learnings from one task to enhance generalization in another, by transferring the 

learned weights of a network from "task A" to "task B." 

The principle behind this is to harness the knowledge a model has acquired from a task with abundant labeled data 

and apply it to a new task that lacks extensive data. Instead of initiating the learning process from zero, transfer 

learning starts with patterns that have already been learned from solving a related task. 

Predominantly utilized in fields like computer vision and natural language processing, where computational demands 

are high, transfer learning is more a methodological framework within machine learning rather than a standalone 

technique. It is often paired with neural networks, which require substantial amounts of data . 

In the context of Human Activity Recognition (HAR), transfer learning is employed by leveraging pre-trained deep 

learning models to recognize and classify human activities based on sensor data. This allows researchers to benefit 

from knowledge initially derived from domains like image classification and apply it to activity recognition, even 

when there is limited labeled data available in the target domain. 

This paper seems to focus on addressing the Human Activity Recognition (HAR) problem using hybrid deep learning 

(DL) models, combining Convolutional Neural Networks (CNNs) with various types of Recurrent Neural Networks 

(RNNs). The authors utilize the PAMAP2 dataset for evaluating the performance of these hybrid models. 

 

The results suggest that the hybrid models outperform both CNNs and RNNs individually in terms of accuracy. 

Moreover, the evaluation considers other metrics such as precision, recall, F-score, sensitivity, and specificity, 

providing a comprehensive assessment of classification performance. 

 

One interesting finding is that models incorporating Bi-directional RNNs demonstrate superior performance 

compared to those using unidirectional RNNs. This could be attributed to Bi-directional RNNs' ability to process 

data in both forward and backward directions, capturing dependencies from past to future as well as from future to 

past. However, it's noted that this advantage comes at the expense of increased computational time, highlighting a 

trade-off between performance and computational efficiency. This paper provides a comprehensive overview of 

human activity recognition (HAR) techniques specifically focusing on the utilization of depth data, a type of 3D 

data. It categorizes algorithms based on the features they employ and discusses the strengths and weaknesses of each 

category. Additionally, it highlights the increasing accessibility of 3D data due to advancements in range sensing 

technology, which offers a more convenient way of capturing depth information compared to traditional methods 

such as stereo imaging or motion capture systems. 

 

The transition from traditional RGB imagery to 3D data is considered a significant advancement in computer vision. 

Depth sensors provide richer information compared to intensity images, as they capture spatial details and geometric 

relationships that are lost during projection to 2D. This enhancement in data acquisition opens up new possibilities 

for HAR algorithms to better understand and interpret human activities. 

http://www.ijrti.org/


                                        © 2024 IJNRD | Volume 9, Issue 5 May 2024| ISSN: 2456-4184 | IJNRD.ORG 

IJNRD2405256 International Journal of Novel Research and Development (www.ijnrd.org) c565 
 

 

By analyzing various algorithmic approaches and discussing their implications, the paper provides valuable insights 

into the current state of the field and suggests potential directions for future research. This includes exploring novel 

feature representations, refining existing algorithms, and leveraging the full potential of depth data for more accurate 

and robust human activity recognition systems. 

 

III. THE PROPOSED METHOD 

Exactly! Human Activity Recognition (HAR) is indeed a vital field with wide-ranging applications. By automatically 

identifying and categorizing human actions or behaviors, HAR systems enable numerous practical applications 

across different domains. In healthcare monitoring, HAR can assist in tracking patient movements and activities, 

helping healthcare providers monitor patient well-being and adherence to treatment plans. In fitness tracking, HAR 

algorithms can analyze exercise routines and provide feedback to users, facilitating personalized training programs. 

Overall, HAR plays a crucial role in improving efficiency, safety, and user experience across various domains by 

automatically analyzing and understanding human activities. The block diagram human activity recognition is as 

shown below figure. 

 
Figure 1.1: Block Diagram 

1. Data Collection: This essential initial step involves gathering sensor readings or video footage that capture 

human movements across various settings and environments. This phase is vital as high-quality, 

representative data sets are crucial for developing precise and robust models for activity recognition. 

2. Data Preprocessing: This stage focuses on cleaning raw sensor data by eliminating noise, filtering 

anomalies, and normalizing data formats. The cleaned data is then ready for the next phase of feature 

extraction. 

3. Feature Extraction: In this phase, pertinent features are derived from the preprocessed sensor data. This 

might involve applying algorithms to calculate statistical, temporal, spatial, or frequency-based attributes, 

tailored to the data's specific properties. 

4. Machine Learning: This component is responsible for the classification of activities using algorithms that 

have been trained on datasets enriched with features. It encompasses techniques for supervised, unsupervised, 

or semi-supervised learning that can identify various activities from the features extracted. This stage also 

includes the integration of machine learning models with computer vision capabilities. 

5. User Interface (UI): This element of the system provides an intuitive interface for users to interact with 

the HAR system. It may feature tools for visualizing data, monitoring activities, and adjusting system 

settings. 
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A. VGG16   
A convolutional neural network, also referred to as a ConvNet, is a form of artificial neural network used 

primarily for processing structured array data such as images. A typical convolutional neural network consists 

of an input layer, an output layer, and several hidden layers which may include convolutional layers, pooling 

layers, fully connected layers, and normalization layers. The VGG16 model, a specific type of CNN, is 

recognized as one of the most effective models for image recognition tasks. Developed by researchers, this model 

leverages an architecture that deepens the network through the use of very small (3x3) convolutional filters. This 

configuration allows for a significant enhancement over previous models, pushing the network to have between 

16 and 19 layers of weights, summing up to approximately 138 million trainable parameters. 

 

    VGG16 Architecture : This is primarily a convolutional neural network (CNN) architecture designed for image 

classification rather than object detection. It was developed by the Visual Geometry Group (VGG) at the University 

of Oxford. The VGG16 model consists of 16 layers, including 13 convolutional layers and 3 fully connected layers. 

While VGG16 is indeed popular for image classification tasks due to its simplicity and effectiveness, achieving high 

accuracy on benchmark datasets like ImageNet, it is not specifically designed for object detection. Object detection 

involves not only classifying objects within an image but also locating their positions by drawing bounding boxes 

around them. 

 

- Weight Layers: In VGG16, the numeral "16" refers to the number of layers containing learnable parameters. 

VGG16 includes 13 convolutional layers, five max pooling layers, and three dense layers, adding up to 21 layers, 

but only 16 are layers with adjustable parameters. 

- Input Specifications: VGG16 accepts input images with dimensions of 224x224 pixels and three color 

channels (RGB). 

- Unique Characteristics: A notable aspect of VGG16 is its preference for simplicity, using small 3x3 filters 

with a stride of 1 throughout the convolutional layers, maintaining consistent padding and 2x2 filters with a 

stride of 2 in the max pooling layers. 

-Consistent Layer Arrangement: The convolutional and max pooling layers are systematically arranged across 

the network's architecture. 

- Filter Sizes: The convolutional layers in VGG16 vary in the number of filters: Conv-1 layer has 64 filters, 

Conv-2 contains 128 filters, Conv-3 consists of 256 filters, and both Conv-4 and Conv-5 layers have 512 filters 

each. 

- Fully Connected Layers: Following the convolutional layers, three fully connected (dense) layers are present. 

The first two dense layers each have 4096 neurons, while the third performs a 1000-class ILSVRC classification, 

thus containing 1000 output neurons (one for each class). The last layer in the network is a softmax layer for 

producing final probability distributions. 

http://www.ijrti.org/
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Figure 1.2: VGG16 Architecture 

B. Open-CV 

OpenCV (Open Source Computer Vision) stands as an open-source collection of computer vision and machine 

learning algorithms. This library offers a diverse array of functionalities and utilities for processing images and 

videos, encompassing numerous techniques such as image manipulation, feature extraction, object detection, and 

beyond. While primarily implemented in C++, OpenCV also boasts interfaces for Python, Java, and several other 

programming languages. 

The operation of OpenCV (Open-Source Computer Vision) involves a sequence of steps to execute diverse computer 

vision tasks. Here's a broad overview of OpenCV's functioning: 

- Library Integration: Incorporating OpenCV into your code necessitates importing the library into your project. 

This entails including the relevant header files and linking essential libraries depending on the programming 

language employed. 

- Image/Video Loading and Manipulation: OpenCV furnishes functions to read and load images or videos from 

files or capture devices like webcams. Post-loading, various operations can be performed on the data, encompassing 

pre-processing, resizing, cropping, and color space conversions. 

- Image Processing Operations: OpenCV presents a vast array of image processing functions. Filters such as 

blurring, sharpening, and edge detection can be applied. Additionally, transformations like rotation, scaling, and 

perspective correction are available. Histogram analysis, morphological operations, and feature detection are also 

supported. 

- Object Detection and Tracking: OpenCV encompasses pre-trained models and algorithms for object detection and 

tracking. Techniques like Haar cascades, HOG, and deep learning-based models (e.g., YOLO, SSD) can be 

employed. These algorithms identify objects in images or videos and track them across frames. 

http://www.ijrti.org/
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- Feature Detection and Description: OpenCV includes functions for detecting and describing image features like 

corners, blobs, and edges. Well-known algorithms such as SIFT and SURF are implemented. These features facilitate 

tasks such as image matching, object recognition, and 3D reconstruction. 

- Integration with Machine Learning and Deep Learning: OpenCV seamlessly integrates with machine learning 

and deep learning frameworks such as TensorFlow and PyTorch. Models can be trained for various computer vision 

tasks using these frameworks and deployed within OpenCV. This enables tasks like object classification, image 

segmentation, and image generation. 

 

IV. EXPERIMENTAL RESULTS  

 

 
Figure 1.3: Upload Videos 

 

 
Figure 1.4: Videos get processed 
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Figure 1.5: Prediction Result 1 

 

V. CONCLUSIONS AND FUTURE WORK 

The project concentrated on creating a system for recognizing human activities utilizing OpenCV and exploiting the 

capabilities of the VGG16 & ImageNet16 model. The objective was to identify and scrutinize human activities in 

real-time, particularly within 45 different performance scenarios. OpenCV was employed for video processing, 

feature extraction, and activity recognition, while the ImageNet16 model offered pre-trained functionalities for 

activity classification. 

By amalgamating OpenCV with the ImageNet16 model, the project aimed to harness the potential of computer 

vision and machine learning for precise and effective activity recognition. In essence, the project aimed to showcase 

the practical application of human activity recognition through OpenCV, coupled with the integration of the 

ImageNet model, underscoring potential advantages in sports performance analysis and coaching. The amalgamation 

of these technologies facilitated real-time analysis, personalized feedback, and data visualization, enabling users to 

discern various activities, make informed decisions, and monitor progress over time. 

 

 
Figure 1.6: Prediction Result 2 
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In Future, there are some alternative ways to express those points: 

1. Refinement of the ImageNet model: Further refining the pre-trained ImageNet model specifically for human 

activity recognition. This entails training the model on a diverse dataset of labeled human activities to enhance its 

precision and sensitivity in identifying various actions. 

2. Integration of temporal context: Presently, the project concentrates on analyzing individual frames for activity 

recognition. However, incorporating temporal context into the analysis can augment accuracy and resilience. 

Techniques like recurrent neural networks (RNNs) or long short-term memory (LSTM) networks can be applied to 

model temporal relationships and capture motion dynamics over time. 

3. Multimodal input integration: Expanding the system to accept and fuse multiple forms of input, including video, 

audio, and inertial sensor data. This holistic approach can yield a more comprehensive understanding of human 

activities by combining visual information with auditory cues or motion data obtained from wearable devices. 

4. Real-time performance assessment: Enhancing performance analysis capabilities by integrating advanced 

computer vision techniques. This may involve employing more sophisticated pose estimation algorithms, 3D 

reconstruction techniques, or joint angle estimation methods, enabling detailed insights into body movements and 

kinetics. 

These potential advancements can elevate the accuracy, adaptability, and user-friendliness of the human activity 

recognition system, rendering it suitable for a broad spectrum of applications, spanning sports performance analysis, 

healthcare monitoring, and interactive user interfaces. 
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