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Abstract - This project introduces a cutting-edge prosthetic hand control system that seamlessly integrates advanced technologies
to enhance mobility, functionality, and ease of use for individuals with upper limb impairments. At its core, the system leverages
gesture recognition through flex sensors and voice command capabilities via Bluetooth, creating a multi-modal interaction approach
that allows users to operate the prosthetic in a way that feels natural and intuitive. The Raspberry Pi acts as the central
microcontroller, efficiently processing signals from the sensors and translating them into precise servo motor movements . This
enables smooth, responsive, and controlled hand motions, allowing users to grip, release, and manipulate objects with greater
confidence. By addressing the limitations of traditional prosthetic hands, this system offers enhanced flexibility and adaptability.
Unlike conventional prosthetics that rely on single-mode control mechanisms, this project provides a more dynamic and user-
friendly alternative, catering to a diverse range of mobility needs. Through the integration of gesture-based commands and voice
recognition, the prosthetic hand empowers individuals to interact with their surroundings effortlessly, restoring not just physical
functionality but also independence and quality of life.

IndexTerms - Raspberry Pi, Haptic Prosthetic Arm, Flex Sensor, Amputees, Servo Motor

1. INTRODUCTION

The motivation behind this project stems from the desire to explore cost-effective, hands-on solutions to modern Prosthetic
technology has come a long way, moving beyond simple mechanical designs to smart, user-friendly systems that feel more natural
and responsive. This project takes things a step further by combining gesture recognition with voice commands, giving users an
effortless way to control their prosthetic hand. Whether through subtle finger movements or spoken instructions, the system adapts
to different needs, making daily tasks easier. At the heart of this innovation is a Raspberry Pi, which acts as the brain of the
prosthetic. It processes signals from flex sensors and voice inputs, translating them into smooth and precise servo motor movements.
This dual-control system ensures that users experience fluid, lifelike motion rather than rigid, mechanical responses. What makes
his prosthetic truly special is how naturally it connects human intention with movement. Unlike traditional prosthetics with limited
functionality, this design prioritizes ease of use, adaptability, and comfort. Whether for everyday activities, assistive technology, or
specialized applications like military or laboratory work, this smart prosthetic hand is designed to enhance mobility, independence,
and overall quality of life.

The project focuses on developing a lightweight and adaptable prosthetic hand that caters to a wide range of users with varying
physical abilities. A key component of this design is the implementation of gesture recognition algorithms, enabling the hand to
respond accurately to different hand movements. Additionally, a voice command system is integrated to provide an alternative
mode of control, making the prosthetic even more accessible. The system is powered by MG90S servo motors, ensuring precise
articulation and smooth motion. By combining advanced sensor technology, intelligent processing, and user-friendly control
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options, this prosthetic hand offers a versatile, adaptive, and highly functional solution, empowering users with greater
independence and ease of use. Despite advancements in prosthetic technology, significant challenges still exist. Many current
prosthetic hands lack intuitive user interaction, making them difficult to operate. High manufacturing and acquisition costs make
these devices inaccessible to a large portion of individuals who need them. Furthermore, most prosthetics offer limited adaptability,
failing to accommodate the unique needs of different users.

Goal of the project: This project aims for the development of gesture based and voice controlled prosthetic hand for the realization
of basic operations.

Integration and control: Integration of advanced flex sensors and MG90S servo motors to ensure smooth, lifelike hand movements
with reliable gesture and voice recognition for accurate control.

Implementation of reliable gesture and voice recognition: By using advanced flex sensors and Bluetooth enabled voice command
system, the prosthetic hand will accurately interpret finger movements and spoken instructions.

Minimize the learning curve for users: Many prosthetics require weeks of training before users can operate them effectively. This
system focuses on a user-friendly design that is easy to learn and quick to adapt to, reducing frustration and making it accessible to
a wider audience. To further enhance usability, real-time feedback mechanisms ensure the prosthetic responds with high accuracy
and minimal delay, making every movement feel natural and controlled. A dedicated application processes spoken instructions,
enabling users to operate the prosthetic with simple and efficient voice cues. By combining advanced sensor technology, intelligent
processing, and user-friendly control options, this prosthetic hand offers versatile, and highly functional solution, empowering
users with greater independence and ease of use.

2. RESEARCH METHODOLOGY
A. Hardware Implementation

Choosing the Right Sensors and Actuators: The prosthetic relies on multiple sensors and actuators to replicate the dexterity and
functionality of a natural hand. Accelerometers help interpret wrist motion, allowing the prosthetic to understand overall hand
orientation and position. This enhances user control, making the movements more natural and intuitive.

Designing the Mechanical Hand Structure: The prosthetic hand's frame and joints are designed to replicate the human hand's
anatomy, ensuring a balance between strength and flexibility. The design includes joint flexibility to mimic natural finger bending,
ensuring that grip movements feel comfortable and realistic.

Integrating Raspberry Pi as the Central Controller: The Raspberry Pi serves as the brain of the prosthetic hand, handling all
data processing and motor control. It connects with a Bluetooth module, enabling voice command functionality, giving users an
alternative way to control the prosthetic.

B. Software Development

Once the hardware is in place, the next step is developing a smart, intuitive software system that can accurately interpret user inputs
and translate them into fluid and natural hand movements. The software plays a critical role in making the prosthetic adaptive,
reliable, and user-friendly.

Developing Gesture Recognition Algorithms: Gesture recognition is essential for the prosthetic’s natural movement and ease of
control. Machine learning techniques help refine the accuracy of gesture detection, ensuring that even subtle variations in finger
motion are registered correctly.

Implementing Voice Command Processing: To enhance accessibility, a voice-controlled interface is integrated using Bluetooth
communication with a mobile app. Users can perform tasks such as opening and closing the hand, adjusting grip strength, or
switching between control modes using simple voice instructions.

Creating Servo Motor Control Mechanisms: Servo motors are responsible for the precise articulation of each finger, ensuring
natural and smooth movement. The system is programmed to provide haptic feedback, giving the user a sense of grip strength when
holding objects.

C. Integration and Testing

The final phase is where the hardware and software are brought together, followed by rigorous testing to ensure real-world
functionality. The goal is to refine the system so that it operates smoothly, efficiently, and intuitively.

Combining Hardware and Software Components: The sensors, Raspberry Pi, servo motors, software algorithms are fully
integrated into a single working unit. Each component is carefully calibrated to synchronize input detection with motor response,
ensuring that when a user bends their fingers or gives a voice command, the prosthetic reacts instantly and accurately.

Conducting Systematic Performance Evaluations: Before the prosthetic is ready for use, it must undergo extensive testing to
ensure it meets user needs and performs reliably. Durability tests are conducted to evaluate how the prosthetic withstands repeated
usage, pressure, and movement variations.
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Iterating and Optimizing the Design: Based on test results, refinements are made to enhance performance, user experience, and
reliability. The system is updated to be more energy-efficient battery life without compromising performance. Adjustment to gesture
recognition thresholds help improve accuracy.
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Figure.l1 Block Diagram
2. IMPLEMENTATION

Gesture Recognition Module: This module is responsible for interpreting hand gestures using flex sensors that detect the bending
of fingers. As the fingers bend, the resistance of the flex sensors changes, generating a variable voltage signal. These signals are
then processed by the Raspberry Pi, which translates them into corresponding servo motor movements, enabling the prosthetic hand
to mimic the natural hand gestures.

Voice Control Module: Bluetooth- based voice recognition application is used to allow hands-free control of the prosthetic hand.
The user issues voice commands, which are wirelessly transmitted to the Raspberry Pi. The Raspberry Pi processes these commands,
converting them into movement instructions for the servo motors, allowing for intuitive and effortless control.

Motor Control Module: The system utilizes MG90S servo motors, which are lightweight, high-torque motors commonly used in
robotics. These motors receive control signals from the Raspberry Pi, adjusting their position to replicate finger movements. Each
motor is individually controlled, allowing for precise and coordinated finger motions, enabling actions like gripping, pinching, and
releasing objects

Wireless Communication Module: A Bluetooth module (such as HC-05) is integrated into the system for seamless wireless data
transmission between the mobile application and the Raspberry Pi. This module ensures that gesture data and voice commands are
received in real-time, allowing the prosthetic hand to respond instantly to user inputs.

Power Management Module: A stable and regulated power supply is essential to ensure the reliable operation of all components.
The system includes a power distribution circuit, which provides the appropriate voltage and current to the Raspberry Pi, sensors,
servo motors, and Bluetooth module. Overvoltage and short-circuit protection mechanisms are implemented to prevent damage to
components.

User Interface Module: A mobile-based interface is developed to allow users to calibrate settings, monitor system performance,
and adjust control preferences. The interface provides visual feedback, displaying real-time gesture detection, motor status, and
battery levels.
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Figure. 2 Flow Chart

5. RESULTS AND DISCUSSION

Prototype Testing and Performance Evaluation:

During testing, the prototype was assessed on multiple parameters, including gesture recognition accuracy, voice command
responsiveness, motor reaction time, and overall user comfort. The results were promising, demonstrating the effectiveness of the
system in real-world applications.

Gesture Recognition Accuracy: The flex sensor-based gesture recognition system achieved an accuracy of 85%, meaning it was
able to correctly interpret different hand positions most of the time. While a few minor discrepancies were observed, the system
consistently identified common gestures with high precision. Fine-tuning the sensor calibration and filtering techniques could
further improve recognition accuracy.

Voice Command Recognition: The Bluetooth-integrated voice control system performed with an impressive 90% accuracy,
effectively recognizing and executing spoken commands. This high success rate indicates that users can rely on voice control for
smooth and intuitive operation. Occasional misinterpretations occurred in noisy environments, but overall, the system proved to be
responsive and reliable.

Motor Response Time: Speed is a crucial factor in prosthetic functionality, and the MG90S servo motors demonstrated a rapid
response time of 0.2 seconds from command reception to execution. This near-instantaneous reaction ensures a seamless and natural
movement experience, allowing users to interact with their environment without noticeable delay.

User Comfort and Design: The prosthetic hand was designed with user comfort in mind. The lightweight 3D-printed frame
provided a comfortable fit, allowing users to wear it for extended periods without discomfort. The design aimed to balance durability
and ergonomics, ensuring that the prosthetic remains functional while minimizing fatigue. Users reported that the structure felt
natural and easy to wear, which is essential for long-term usability.
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Figure.3 3D Prosthetic Hand

The testing phase validated the effectiveness of the prototype, highlighting its potential for real-world use in assisting individuals
with limb disabilities. While there is room for further optimization particularly in refining gesture recognition and enhancing voice
command reliability in noisy environments the current results are highly encouraging.
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