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CHAPTER 1   

                                           INTRODUCTION 

The subject of machine learning has grown significantly in recent years. It entails utilizing statistical models and 

techniques to let computer systems learn from data without being explicitly programmed. The way we analyze 

data, resolve difficult problems, and make judgments could be completely transformed by machine learning.  

Machine learning is now a vital tool for businesses and organizations to get insights, make wise decisions, and 

maintain market competitiveness due to the increasing amount of data available today. 

Support Vector Machine is a binary classification algorithm that divides the data points into two categories to the 

best possible extent using a hyper plane. SVM has a high degree of accuracy and is particularly helpful when 

working with datasets that have feature spaces with many dimensions.  

Logistic regression is a different method of binary classification that works by calculating the probability that a 

particular event will take place. This approach is utilized when the dependent variable is binary and the 

independent factors are either continuous or categorical. 
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 For classification and regression issues, decision trees, a popular machine learning method, are used. They 

operate by creating subsets of the data based on the values of independent variables, and then utilizing the 

resulting subsets, building a decision tree. 

In Random Forest, an ensemble learning method, many decision trees are joined to improve the robustness and 

precision of the model. It is very useful when dealing with noisy or complex datasets.  

Machine learning algorithms show promise in diagnosing and classifying strokes, enabling faster and more 

accurate decision-making. Utilizing a variety of well-known machine learning methods, such as Decision Tree, 

SVM, Random Forest, and Logistic Regression., we provide a novel method for classifying stroke illness in this 

study. The proposed model can efficiently and accurately classify stroke disease, enabling faster and more 

accurate decision-making for medical professionals.  

Furthermore, our model includes a user-friendly graphical user interface (GUI) that can be used to alert patients 

about their stroke status via email. The GUI presents the results of the stroke classification to patients in a clear 

and concise manner, allowing them to take appropriate actions and seek medical attention if necessary. 
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CHAPTER 2 

PROBLEM DEFINITION 

 

The problem addressed is to develop a stroke disease classification and alert system using machine learning 

algorithms to assist healthcare professionals in stroke diagnosis and classification. Stroke is a leading cause of 

mortality and morbidity globally, and early detection and timely intervention can significantly reduce the risk of 

long-term disability and death. The proposed system will consist of three stages: data preprocessing, feature 

extraction, and classification, employing machine learning algorithms such as support vector machines (SVMs), 

decision trees, and random forests for stroke classification. The system will be trained and tested using a publicly 

available dataset of stroke patients, demonstrating high accuracy, sensitivity, and specificity in stroke 

classification. The proposed system includes an alert system that provides timely notifications to healthcare 

professionals for immediate intervention, serving as an auxiliary tool for faster and more accurate decision-

making. 
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CHAPTER 3 

LITERATURE REVIEW 

 

Here are a few research publications that offer a systemthat is like ours. 

 

1. PERFORMANCE ANALYSIS OF MACHINE LEARNING APPROACH IN 

STROKE PREDICTION 

Authors: Minhaz Udine Emon, Maria Sultana Keya, Tamara Islam Meghla, Md. MahfujurRahman, M Shamim Al 

Mamun, and M Shamim Kaiser 

 Year: 2020 

 Link: https://ieeexplore.ieee.org/document/9297525 

 

Abstract:Most of strokes will occur due to an unexpected obstruction of courses by prompting both the brain 

and heart. Early awareness for different warning signs of stroke can minimize the stroke. This research work 

proposes an early prediction of stroke diseases by using different machine learning approaches with the 

occurrence of hyper tension; body mass index level, heart disease, average glucose level, smoking status, previous 

stroke and age. Using these high features attributes, ten different classifiers have been trained, and they are 

Logistics Regression, Stochastic Gradient Descent, Decision Tree Classifier, Ada Boost Classifier, Gaussian 

Classifier, Quadratic Discriminant Analysis, Multilayer Perceptron Classifier, and K Neighbors 

Classifier, Gradient Boosting Classifier, and XG Boost Classifier for predicting the stroke. Afterwards, results of 

the base classifiers are aggregated by using the weighted voting approach to reach highest accuracy. Moreover, 

the proposed study has achieved an accuracy of 97%, where the weighted voting classifier performs better than 

the base classifiers. This model gives the best accuracy for the stroke prediction. The area under curve value of 

weighted voting classifier is also high. False positive rate and false negative rate of weighted classifier is lowest 

compared with others. As a result, weighted voting is almost the perfect classifier for predicting the stroke that 

can be used by physicians and patients to prescribe and early detect a potential stroke. 
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2. STROKE PREDICTION CONTEXT-AWARE HEALTH CARE SYSTEM. 

  Authors: Hamid Mcheick; Hoda Nasser; Mohamed Dbouk; Ahmad Nasser  

 Year: 2016  

 Link: https://ieeexplore.ieee.org/document/7545809 

Abstract: This paper proposes a prediction framework based on ontology and Bayesian Belief Networks BBN 

to support medical teams in every daily. We propose a Stroke Prediction System (SPS), a new software 

component to handle the uncertainty of having a stroke disease by determining the risk score level. This is 

composed of four layers: acquisition of data, aggregation, reasoning and application. SPS senses, collects, and 

analyzes data of a patient, then uses wearable sensors and the mobile application to interact with the patient and 

staffs. When the risk reaches critical limits, SPS notifies all concerned parties, the patient, the doctor, and the 

emergency department. The patient profile is also updated to reflect this urgent intervention requirement. A 

Bayesian model is designed and implemented using the Netica tool to prove its efficiency i) by handling patient 

context remotely and verifying its changes locally and ii) on predicting missing probabilities and calculate the 

probability of high risk level for emergency cases. The SPS system improves the accuracy of decision making and 

uses a new ontology of stroke disease inspired fromour Parkinson ontology already developed.  

3. EARLY STAGE STROKE PREDICTION USING ARTIFICIAL NEURAL 

NETWORK 

Authors: Leesa Menezes; EmmimaGnanaraj; Simran Bindra; Ashwini Pansare  

Year: 2021  

Link: https://ieeexplore.ieee.org/document/9587590 

Abstract:The subsequent driving reason for death overall is stroke and stays significant well-being trouble for 

the people and the public medical care workers. A stroke is a health-related crisis, and brief treatment is pivotal. 

Early activity can diminish neurological harm and different confusions. The designed system will be beneficial 

for predicting stroke in an early stage rather than at a later stage where CT, MRI scans are required. The proposed 

framework comprises Dataset Modification, Data Preprocessing, and Classification Model Building. The existing 

dataset is modified with hypertension and alcohol intake values. Then the dataset ispreprocessed to handle the 

imbalance and filtering the Nan values etc. The classification component deals with utilizing the dataset to 

develop a classification model that can classify whether a person is prone to a stroke or not. 
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4. AN ENHANCED STROKE PREDICTION SCHEME USING SMOTE AND 

MACHINE LEARNING TECHNIQUES 

 

Authors: Ferdib-Al-Islam; Mounita Ghosh.  

       Year: 2021 

      Link: https://ieeexplore.ieee.org/document/9579648 

 

Abstract : 

Stroke is the second driving reason for death worldwide, answerable for around 11%of all out passings. 

Throughout the long term, scientists are attempting to connect up various elements to the onset of stroke. Early 

awareness of various threat issues of stroke can limit the chance of stroke. The prediction of stroke is essential to 

counter health damage or passing. In this research, machine learning has been utilized to predict stroke inpatients. 

A popular oversampling method called SMOTE with several machine learning classifiers (Logistic Regression, 

Random Forest, and Boost) has been applied to the dataset to predict the consequence. The random forest model 

achieved better performance among these algorithms with 99.07% of accuracy, 99.0% of precision and recall. The 

feature importance scores have been shown to understand the feature's impact on the model development. The 

proposed model outperformed the existing works with higher accuracy. 
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CHAPTER 4 

EXISTING SYSTEM 

 

The application of machine learning algorithms for stroke disease classification and early detection has been 

studied in a number of published papers. In one such study, D. D. Kim et al., with encouraging findings, used a 

machine learning model to forecast the occurrence of a stroke, classifying stroke risk factors using the Support 

Vector Machine (SVM) technique. Similar to this, S. K. Roy et al. created an automated method for diagnosing 

strokes utilizing a variety of machine learning algorithms, such as Random Forest, SVM and Decision Tree with 

the accuracy of the Random Forest approach being the highest. A machine learning based alert system for early 

stroke detection was also created by Y. Han et al., and it was successful in detecting stroke at an early stage.  

The study titled "Classification of stroke disease using machine learning algorithms" is one of the other studies 

that are currently available on the topic. The research proposes a prototype for classifying stroke using text 

mining tools and machine learning techniques. It is titled as "Improving the classification of stroke risk level 

using machine learning models" and it uses data from the 2017 National Stroke Screening Program to create 

models for stroke risk classification using machine learning techniques. In addition, the work  

A stroke prediction system that employs artificial intelligence to detect stroke using real-time biosignals is 

proposed in "AI-Based Stroke Disease Prediction System Utilizing Real Time BioSignals. “These pieces can be 

incorporated into the research paper to provide a thorough analysis of the body of work on utilizing machine 

learning algorithms to classify stroke diseases. 

Machine learning techniques are increasingly being used in research on stroke illness classification and early 

diagnosis. A machine learning model was created in one such study by M. Asadi et al. to predict the occurrence of 

stroke using various imaging biomarkers, attaining an accuracy of 86.5%. A Convolutional Neural Network 

(CNN) was used in a different study by G. Lee et al. to detect ischemic stroke in computed tomography (CT) 

images with an accuracy of 96.7%. In terms of early detection, D. Kim et al.'s study created an early warning 

system for stroke using machine learning algorithms, and they were able to predict the beginning of stroke with 

an accuracy of 96.5%. Similar to this, A. T. M. Faisal et al. created a smart system for early stroke. 
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CHAPTER 5 

PROPOSED WORK 

Medical emergencies like strokes can cause instantaneous death. Machine learning methods can be very helpful in 

preventing or minimizing the damage caused by this condition by detecting stroke early. In the proposed work, 

we attempt to forecast the incidence of stroke based on the existing causal factors using three different machine 

learning techniques, including Logistic Regression, Support Vector Machine (SVM), Random Forest, and 

Decision Tree. The data is first cleaned and preprocessed, and then it is visualized using several graphs to reveal 

information about the dataset. We next use the prepared data to train the machine learning models, and we 

employ a graphical user interface (GUI) program to predict stroke for fresh input values. 

The proposed effort has the potential to help create a system for early stroke identification that is more precise 

and successful, which would improve patient outcomes and lessen the burden of stroke on healthcare systems. 

The proposed effort may also aid in the creation of a stroke detection system that is both affordable and effective. 

We can lessen the reliance on expensive diagnostic techniques, like MRI scans or CT scans, which are frequently 

unavailable to people in low-resource settings, by utilizing machine learning algorithms to identify stroke risk 

factors. 

Additionally, the suggested research may eventually result in the creation of personalized treatment for stroke 

patients. We can improve patient outcomes and lower the chance of longterm impairment or stroke recurrence by 

analyzing individual risk factors and customizing treatment regimens accordingly.  

The realm of telemedicine is one other area in which the proposed study might find use. Healthcare providers in 

distant or underdeveloped locations can accurately diagnose and treat stroke patients, potentially saving lives and 

lessening the strain on healthcare systems, by using a GUI program for stroke prediction. The planned effort can 

potentially act as a foundation for future research on stroke management and prevention. We can find areas for 

development and hone the current strategy for improved performance by examining the efficacy of various 

machine learning algorithms in stroke prediction.  

Overall, the planned effort has the potential to have a considerable influence on the field of managing and 

preventing strokes, perhaps enhancing patient outcomes, and lessening the financial burden ofstroke on healthcare 

systems. 
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 5.1 ARCHITECTURE:  

 

4.1 .1 : Architecture Design 

 

Architecture for Stroke Disease Classification using Machine Learning Algorithm and Alert System 

 

1. Data Processing:  

- Gather patient details, including relevant medical history, demographics, and clinical indicators. 

 - Preprocessthe data, including handling missing values, normalizing features, and encoding categorical 

variables. 

 - Perform feature selection or extraction to identify the most relevant features for stroke classification.  

2. Training Dataset:  

- Split the preprocessed data into a training dataset and a test dataset. 

 - The training dataset will be used to train the machine learning model. 

 3. Test Dataset: 

- The test dataset will be used to evaluate the performance of the trained model. 

 4. Classification ML Algorithm:  

- Select an appropriate machine learning algorithm for stroke disease classification, such as logistic regression, 

random forest, or support vector machines (SVM). 

 - Train the selected algorithm using the training dataset.  

http://www.ijrti.org/
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- Tune hyperparameters of the algorithm using techniques like cross-validation or grid search. 

 5. Model:  

- Save the trained model for future use in stroke disease classification.  

 

6. Alert System: 

- Implement an alert system to notify healthcare professionals or patients about the risk of stroke based on the 

model's predictions.  

- Define a threshold or risk score that triggers an alert.  

- Generate alerts in real-time by applying the trained model to new patient data. 

http://www.ijrti.org/
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5.2 WORKFLOW DIAGRAM

 

Overall Workflow:  

1. Gather patient details and preprocess the data.  

2. Split the preprocessed data into training and test datasets.  

3. Select a suitable classification algorithm and train it using the training dataset. 

4. Evaluate the performance of the trained model using the test dataset. 

5. Save the trained model for future use.  

6. Implement an alert system based on the model's predictions to notify relevant stakeholders about stroke 
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CHAPTER 6 

REQUIREMENT ANALYSIS 

6.1 FUNCTIONAL REQUIREMENTS  

● the user must be able to log in and upload the dataset.  

● all the data must be in the same format as structured data. 

 ● The data collected will be vectorized and sent across to the classifier.  

● Create a model to predict if a person has stroke.  

● Users should be able to enter the parameter values which are used to determine if a person has stroke or not. 

6.2 NON - FUNCTIONAL REQUIREMENTS 

 ● Organizational Requirements: Clinical Laboratory, Medical Laboratory  

● Usability: easy to use for even a non-technical user.  

● Security: admin roles can log in and can control data.  

6.3 HARDWARE AND SOFTWARE REQUIREMENTS 

● Operating System: Windows 11  

● Memory: 8GBRAM 

 ● Free Space: 65 GB of Free Space 

● IDLE: Python Platform  

● Language: Python 

 ● CPU: Core i5, Risen 5 

 ● Technology: Machine Learning 
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6.3.1. SOFTWARE REQUIREMENTS 

Operating System: Windows 

Tool: Anaconda 3 with Jupiter Lab  

Programming Language: Python 

i.Jupyter: 

 

 

 

 

• Jupyter Notebook (previously I Python Notebooks) is an interactive web-based computing environment for 

generating notebook documents. 

 • Jupyter is utilized in our project to train and run our model. 

 • JupyterLab - a new web-based interactive development platform for notebooks, code, and data. Its customizable 

interface allows users to design and arrange workflows in data science, scientific computing, computational 

journalism, and machine learning.  

• A modular design encourages extensions to enhance and expand functionality 

• Jupyter Notebook is an open-source web application that provides an interactive computational environment. It 

generates documents (notebooks) that combine inputs (code) and outputs into a single file.  
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ii. Python: 

 

 

 

• Python is an interpreted, interactive, and object-oriented high-level scripting language. 

 • Python is designed to be a very understandable language.  

• Python is used in web development, machine learning applications, and all innovative software technology.  

• It is the primary language in which we will carry out our project.  

• Because of its large, easily accessible, and robust libraries that meet our machine learning and web development 

needs.  

• Python’s high-level built-in data structures, together with dynamic typing and dynamic binding, make it ideal 

for Rapid Application Development as well as scripting or glueing together existing components. 

• The readability of Python's basic, easy-to-learn syntax is emphasised, minimizing   programme maintenance 

costs. 

• Python supports modules and packages, which encourages programme modularity and reuse of code.  

• The Python interpreter and standard library are both free to use and are available in source or binary format for 

all major platforms. 

• Python is frequently embraced by programmers due to the increased productivity it provides. 
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CHAPTER 7 

7.1 MODULES METHODOLOGY 

 

➢ Data validation and pre-processing technique (Module-01)  

➢ Exploration data analysis of visualization and training a model by given attributes (Module-02) 

➢ Performance measurements of logistic regression (Module-03)  

➢ Performance measurements ofRandom forest (Module 4)  

➢ Performance measurements of Decision tree (Module 5)  

➢ Performance measurements of Support vector machine (Module-6)  

➢ GUI based prediction of Kidney disease (Module-7) 

 

 

 7.2 DATASET COLLECTION  

 

This is the first real step towards the real development of a machine learning model, collecting data. This is a 

critical step that will cascade in how good the model will be, the more and better data that we get, the better our 

model will perform.  

There are several techniques to collect the data, like web scraping, manual interventions and etc. 

The dataset used in this Stroke Prediction , this dataset was taken from Kaggle. 
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7.3 DATASET DESCRIPTION  

The dataset includes 12 stroke prediction-related factors and 23,036 observations. This dataset was taken from 

Kaggle and the variables the dataset consist of are:  

1. id: unique identifier for each observation 

 2. gender: gender of the patient (male or female)  

 3. age: age of the patient (in years) 

 4. hypertension: binary variable indicating whether the patient has hypertension (1 = yes, 0 = no) 

 5. heart_disease: binary variable indicating whether the patient has heart disease (1 = yes, 0 = no) 

 6. ever_married: binary variable indicating whether the patient has ever been married (Yes or No)  

7. work_type: type of work of the patient (Private, Self-employed, Govt_job, Never_worked)  

8. Residence_type: type of residence of the patient (Urban or Rural)  

9. avg_glucose_level: average glucose level in the patient's blood (in mg/dL)  

10. bmi: body mass index of the patient (in kg/m^2)  

11. smoking_status: smoking status of the patient (formerly smoked, never smoked, smokes, Unknown)  

12. stroke: binary variable indicating whether the patient had a stroke (1 = yes, 0 = no) 

7.4 DATASET PREPARATION 

 Several procedures would be involved in creating the dataset for the study paper, including: 

 1) Data cleaning entails identifying any incorrect or missing data and determining how to deal with it (for 

example, impute missing values or remove observations with missing data). It could also entail looking for 

outliers and making a decision about how to deal with them. 

 2) Data transformation could entail scaling, normalizing, or establishing new variables based on existing ones in 

order to make the data more analytically useful. 

 3) Feature selection is choosing a portion of the available variables for analysis depending on how well they 

relate to the research topic and how well they predict it.  

4) Data division: To enable model validation, the data would be divided into training and testing sets. 

 5) Model training and evaluation: Using the training set as the basis, several machine learning models might be 

developed, assessed, and their performance compared with that of the testing set.  

6) Reporting the findings: The study paper would provide the analysis' findings, along with any conclusions and 

suggestions based on them. To guarantee that the right credit is given to the source of the data, the dataset would 

also need to be correctly referenced in the study.  
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In conclusion, there are several critical processes in the dataset preparation process for this dataset on stroke 

prediction, including data cleaning, transformation, feature selection, data splitting, model training and 

evaluation, and reporting of the results. The dataset must be prepared correctly in order to produce accurate and 

trustworthy results and to guarantee the validity of any conclusions or suggestions made as a result of the study. 

 

7.5 ALGORITHM DETAILS 

The algorithm details of the project are as follows:  

1).Data Gathering and Preparation: Gather data on the prevalence of stroke and the factors that may 

contribute to it, such as gender ,cholesterol level ,age, blood pressure, smoking status etc .Missing values are 

removed from the data, it is scaled and normalized, and categorical variables are transformed into numerical 

values as part ofthe preprocessing. 

 

2).Selection and Extraction of Features: Determine which features are most crucial for the purpose of 

classifying strokes by using feature selection algorithms. Extract characteristics like gender ,cholesterol level ,age, 

blood pressure, smoking status etc. 

 

3).Model Education: Separate the training and test sets fromthe preprocessed data. Train the Logistic 

Regression , Support Vector Machine ,Decision Tree, Random Forest, machine learning models. Each model's 

hyper-parameters should be tuned to increase performance.  

 

4).Model Assessment: Utilize criteria like accuracy, precision, recall, F1-score, and AUC-ROC to assess 

each model's performance. Choose the model with the best performance after comparing the three.  

 

5). Implementation of an Alert System: Create an alert system that analyses data from stroke patients in 

real-time to forecast the chance of a stroke occurring. The alert system should incorporate the machine learning 

model with the optimum performance. Create alert thresholds to notify the patients when a stroke is anticipated.1) 

Validation and Testing: Utilizing both simulated and actual stroke data, test the alert system. Use 

measurements like specificity, negative predictive value, Positive predictive value,sensitivity to verify the alert 

system’s performance. 
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7.6 MODULE DESCRIPTION  

7.6.1 MODULE 01: Variable Identification Process  

Validation techniques in machine learning are used to get the error rate of the Machine Learning (ML) model, 

which can be considered as close to the true error rate of the dataset. If the data volume is large enough to be 

representative of the population, you may not need the validation techniques. However, in real-world scenarios, to 

work with samples of data that may not be a true representative of the population of given dataset. To finding the 

missing value, duplicate value and description of data type whether it is float variable or integer. The sample of 

data used to provide an unbiased evaluation of a model fit on the training dataset while tuning model hyper 

parameters. The evaluation becomes more biased as skill on the validation dataset is incorporated into the model 

configuration. The validation set is used to evaluate a given model, but this is for frequent evaluation. It as 

machine learning engineers uses this data to fine tune the model hyper parameters. Data collection, data analysis, 

and the process of addressing data content, quality, and structure can add up to a time-consuming to-do list. 

During the process of data identification, it helps to understand your data and its properties; this knowledge will 

help you choose which algorithm to use to build your model. For example, time series data can be analyzed by 

regression algorithms; classification algorithms can be used to analyze discrete data.(For example to show the 

data type format of given dataset) . 

Data Validation/ Cleaning/Preparing Process: Importing the library packages with loading given 

dataset. To analyzing the variable identification by data shape, data type and evaluating the missing values, 

duplicate values.  

 A validation dataset is a sample of data held back from training your model that is used to give an estimate of 

model skill while tuning model's and procedures that you can use to make the best use of validation and test 

datasets when evaluating your models. Data cleaning / preparing by rename the given dataset and drop the 

column etc. to analyze the uni-variate, bi-variate and multi-variate process. The steps and techniques for data 

cleaning will vary from dataset to dataset. The primary goal of data cleaning is to detect and remove errors and 

anomalies to increase the value of data in analytics and decision making.  

Data Pre-processing: 

 Pre-processing refers to the transformations applied to our data before feeding it to the algorithm. Data 

Preprocessing is a technique that is used to convert the raw data into a clean dataset. In other words, whenever the 

data is gathered from different sources it is collected in raw format which is not feasible for the analysis. To 

achieving better results from the applied model in Machine Learning method of the data has to be in a proper 

manner. Some specified Machine Learning model needs information in a specified format; for example, Random 

Forest algorithm does not support null values. Therefore, to execute random forest algorithm null values have to 

be managed from the original raw data set. 

7.6.2 MODULE-02: 

Exploration data analysis of visualization: 

 Data visualization is an important skill in applied statistics and machine learning. Statistics does indeed focus on 

quantitative descriptions and estimations of data. Data visualization provides an important suite of toolsfor 

gaining a qualitative understanding. This can be helpful when exploring and getting to know a dataset and can 
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help with identifying patterns, corrupt data, outliers, and much more. With a little domain knowledge, data 

visualizations can be used to express and demonstrate key relationships in plots and charts that are more visceral 

and stakeholders than measures of association or significance. Data visualization and exploratory 

Dataanalyses are whole fields themselves and it will recommend a deeper dive into some the books mentioned at 

the end.  

Sometimes data does not make sense until it can look at in a visual form, such as with charts and plots. Being able 

to quickly visualize of data samples and others is an important skill both in applied statistics and in applied 

machine learning. It will discover the many types of plots that you will need to know when visualizing data in 

Python and how to use them to better understand your own data.  

 

➢ How to chart time series data with line plots and categorical quantities with bar charts.  

➢ How to summarize data distributions with histograms and box plots. 

➢ How to summarize the relationship between variables with scatter plots.  

Many machine learning algorithms are sensitive to the range and distribution of attribute values in the input data. 

Outliers in input data can skew and mislead the training process of machine learning algorithms resulting in 

longer training times, less accurate models and ultimately poorer results.  

Even before predictive models are prepared on training data, outliers can result in misleading representations and 

in turn misleading interpretations of collected data. Outliers can skew the summary distribution of attribute values 

in descriptive statistics like mean and standard deviation and in plots such as histograms and scatterplots, 

compressing the body of the data. Finally, outliers can represent examples of data instances that are relevant to 

the problem such as anomalies in the case of fraud detection and computer security.  

7.6.3 MODULE-03:  

Logistic Regression: 

 It is a statistical method for analysing a data set in which there are one or more independent variables that 

determine an outcome. The outcome is measured with a dichotomous variable (in which there are only two 

possible outcomes). The goal of logistic regression is to find the best fitting model to describe the relationship 

between the dichotomous characteristic of interest (dependent variable = response or outcome variable) and a set 

of independent (predictor or explanatory) variables. Logistic regression is a Machine Learning classification 

algorithm that is used to predict the probability of a categorical dependent variable. In logistic regression, the 

dependent variable is a binary variable that contains data coded as 1 (yes, success, etc.) or 0 (no, failure, etc.).  

 

In other words, the logistic regression model predicts P(Y=1) as a function of X. Logistic regression 

Assumptions:  

➢ Binary logistic regression requires the dependent variable to be binary.  
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➢ For a binary regression, the factor level 1 of the dependent variable should represent the desired outcome.  

➢ Only the meaningful variables should be included.  

➢ The independent variables should be independent of each other. That is, the model should have little. 

➢ The independent variables are linearly related to the log odds. 

➢ Logistic regression requires quite large sample sizes. 
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7.6.4 MODULE-04: 

Random Forest 

Random forests or random decision forests are an ensemble learning method for classification, regression and 

other tasks, that operate by constructing a multitude of decision trees at training time and outputting the class that 

is the mode of the classes (classification) or mean prediction (regression) of the individual trees. Random decision 

forests correct for decision trees’ habit of over fitting to their training set. Random forest is a type of supervised 

machine learning algorithm based on ensemble learning. Ensemble learning is a type of learning where you join 

different types of algorithms or same algorithm multiple times to form a more powerful prediction model. The 

random forest algorithm combines multiple algorithm of the same type i.e. multiple decision trees, resulting in a 

forest of trees, hence the name "Random Forest". The random forest algorithm can be used for both regression 

and classification tasks. The following are the basic steps involved in performing the random forest algorithm: ➢ 

Pick N random records from the dataset.  

7.6.5 MODULE-05: 

Decision Tree:  

It is one of the most powerful and popular algorithm. Decision-tree algorithm falls under the category of 

supervised learning algorithms. It works for both continuous as well as categorical output variables. Assumptions 

of Decision tree: 

➢ At the beginning, we consider the whole training set asthe root.  

➢ Attributes are assumed to be categorical for information gain, attributes are assumed to be continuous.  

➢ On the basis of attribute values records are distributed recursively. 

➢ We use statistical methods for ordering attributes as root or internal node.  

Decision tree builds classification or regression models in the form of a tree structure. It breaks down a data set 

into smaller and smaller subsets while at the same time an associated decision tree is incrementally developed. A 

decision node has two or more branches and a leaf node represents a classification or decision. The topmost 

decision node in a tree which corresponds to the best predictor called root node. Decision trees can handle both 

categorical and numerical data. Decision tree builds classification or regression models in the form of a tree 

structure. It utilizes an if-then rule set which is mutually exclusive and exhaustive for classification. The rules are 

learned sequentially using the training data one at a time. Each time a rule is learned, the tuples covered by the 

rules are removed.  

7.6.6 MODULE-06:  

Support Vector Machines (SVM):  

A classifier that categorizes the data set by setting an optimal hyper plane between data. I chose this classifier as it 

is incredibly versatile in the number of different kernelling functions that can be applied and this model can yield 

a high predictability rate.  
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 • How to disentangle the many names used to refer to support vector machines 

• The representation used by SVM when the model is actually stored on disk. 

 • How a learned SVM model representation can be used to make predictions for new data.  

7.6.7 MODULE-07: 

GUI based prediction  

Tkinter is a python library for developing GUI (Graphical User Interfaces). We use the tkinter library for creating 

an application of UI (User Interface), to create windows and all other graphical user interface and Tkinter will 

come with Python as a standard package, it can be used for security purpose of each users or accountants. 

Parameter calculations:  

Accuracy calculation: 

False Positives (FP): A person who will pay predicted as defaulter. When actual class is no and predicted 

class is yes. E.g. if actual class says this passenger did not survive but predicted class tells you that this passenger 

will survive. 

 False Negatives (FN):A person who default predicted as payer. When actual class is yes but predicted class 

in no. E.g. if actual class value indicates that this passenger survived and predicted class tells you that passenger 

will die. 

True Positives (TP):A person who will not pay predicted as defaulter. These are the correctly predicted 

positive values which means that the value of actual class is yes and the value of predicted class is also yes. E.g. if 

actual class value indicates that this passenger survived and predicted class tells you the same thing. 

True Negatives (TN):A person who default predicted as payer. These are the correctly predicted negative values which means that the 

value of actual class is no and value of predicted class is also no. E.g. if actual class says this passenger did not survive and predicted class tells you the 

same thing. 
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It achieved precision, recall, true positive rate (TPR), and false positive rate (FPR) for each classification 

techniques as it is shown in the above tables and also achieved different interesting confusion matrix for each 

classification techniques and we can see the classification performance of each classifiers by the help of 

confusion matrix. We use a confusion matrix to compute the accuracy rate of each severity class. For each class, 

it demonstrates how instances from that class receive the various classifications. Here in the next table we have 

shown instances that are correctly classified and incorrectly classified in accordance with overall accuracy of each 

classification techniques. All classifiers perform similarly well with respect to the number of correctly classified 

instances.  

Comparing Algorithm with prediction in the form of best accuracy result: 

 It is important to compare the performance of multiple different machine learning algorithms consistently and it 

will discover to create a test harness to compare multiple different machine learning algorithms in Python with 

scikit-learn. It can use this test harness as a template on your own machine learning problems and add more and 

different algorithms to compare. Each model will have different performance characteristics. Using resampling 

methods like cross validation, you can get an estimate for how accurate each model may be on unseen data. It 

needs to be able to use these estimates to choose one or two best models from the suite of models that you have 

created. When have a new dataset, it is a good idea to visualize the data using different techniques in order to look 

at the data from different perspectives. The same idea applies to model selection. You should use a number of 

different ways of looking at the estimated accuracyof your machine learning algorithms in order to choose the one 

or two to finalize. A way to do this is to use different visualization methods to show the average accuracy, 

variance and other properties of the distribution of model accuracies. 

In the example below 4 different algorithms are compared: 

➢ Logistic Regression  

➢ Random Forest  

➢ Decision tree  

➢ Support Vector Machines  

• Now, the dimensions of new features in a numpy array called ‘n’ and it want to predict the species of this 

features and to do using the predict method which takes this array as input and spits out predicted target value as 

output.  

• So, the predicted target value comes out to be 0. Finally to find the test score which is the ratio of no. of 

predictions found correct and total predictions made and finding accuracy score method which basically compares 

the actual values of the test set with the predicted values. 

Sensitivity: 

 Sensitivity is a measure of the proportion of actual positive cases that got predicted as positive (or true positive). 

Sensitivity is also termed as Recall. This implies that there will be another proportion of actual positive cases, 

which would get predicted incorrectly as negative (and, thus, could also be termed as the false negative). This can 

also be represented in the form of a false negative rate. The sum of sensitivity and false negative rate would be 1. 

Let's try and understand this with the model used for predicting whether a person is suffering from the disease. 
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Sensitivity is a measure of the proportion of people suffering from the disease who got predicted correctly as the 

ones suffering from the disease. In other words, the person who is unhealthy actually got predicted as unhealthy.  

Mathematically, sensitivity can be calculated as the following: Sensitivity= (True Positive) / (True Positive + 

False Negative) 

 

 The following is the details in relation to True Positive and False Negative used in the above equation 

 

 

• True Positive = Persons predicted as suffering from the disease (or unhealthy) are actually suffering from the 

disease (unhealthy); In other words, the true positive represents the number of persons who are unhealthy and are 

predicted as unhealthy.  

• False Negative = Persons who are actually suffering from the disease (or unhealthy) are actually predicted to be 

not suffering from the disease (healthy). In other words, the false negative represents the number of persons who 

are unhealthy and got predicted as healthy.  

Ideally, we would seek the model to have low false negatives as it might prove to be lifethreatening or business 

threatening. The higher value of sensitivity would mean higher value of true positive and lower value of false 

negative. The lower value of sensitivity would mean lower value of true positive and higher value of false 

negative. For healthcare and financial domain, models with high sensitivity will bedesired. 

Specificity: 

 Specificity is defined as the proportion of actual negatives, which got predicted as the negative (or true negative). 

This implies that there will be another proportion of actual negative, which got predicted as positive and could be 

termed as false positives. This proportion could also be called a false positive rate. The sum of specificity and 

false positive rate would always be 1. Let's try and understand this with the model used for predicting whether a 

person is suffering from the disease. Specificity is a measure of the proportion of people not suffering from the 

disease who got predicted correctly as the ones who are not suffering from the disease. In other words, the person 

who is healthy actually got predicted as healthy is specificity.  

Mathematically, specificity can be calculated asthe following: Specificity= (True Negative) / (True Negative + 

False Positive)  

The following is the details in relation to True Negative and False Positive used in the above equation. 

• True Negative = Persons predicted as not suffering from the disease (or healthy) are actually found to be not 

suffering from the disease (healthy); In other words, the true negative represents the number of persons who are 

healthy and are predicted as healthy.  

• False Positive = Persons predicted as suffering from the disease (or unhealthy) are actually found to be not 

suffering from the disease (healthy). In other words, the false positive represents the number of persons who are 

healthy and got predicted as unhealthy.  
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The higher value of specificity would mean higher value of true negative and lower false positive rate. The lower 

value of specificity would mean lower value of true negative and higher value of false positive.  

Prediction result by accuracy:  

Logistic regression algorithm also uses a linear equation with independent predictors to predict a value. The 

predicted value can be anywhere between negative infinity to positive infinity. We need the output of the 

algorithm to be classified variable data. Higher accuracy predicting result is logistic regression model by 

comparing the best accuracy. True Positive Rate(TPR) = TP / (TP + FN) False Positive rate(FPR) = FP / (FP + 

TN) Accuracy: The Proportion of the total number of predictions that is correct otherwise overall how often the 

model predicts correctly defaulters and non-defaulters. Accuracy calculation: 

 Accuracy= (TP + TN) / (TP + TN + FP + FN) Accuracy is the most intuitive performance measure and it is 

simply a ratio of correctly predicted observation to the total observations. One may think that, if we have high 

accuracy then our model is best. Yes, accuracy is a great measure but only when you have symmetric datasets 

where values of false positive and false negatives are almost same 

. Precision:The proportion of positive predictions that are actually correct. (When the model predicts default: 

how often is correct?)Precision = TP / (TP + FP)  

Precision is the ratio of correctly predicted positive observations to the total predicted positive observations. The 

question that this metric answer is of all passengers that labeled as survived, how many actually survived? High 

precision relates to the low false positive rate. We have got 0.788 precision which is pretty good. 

Recall:+++++++++ The proportion of positive observed values correctly predicted. (The proportion of actual 

defaulters that the model will correctly predict) 

 Recall = TP / (TP + FN) 

 Recall (Sensitivity) - Recall is the ratio of correctly predicted positive observations to the all observations in 

actual class - yes.  

F1 Score is the weighted average of Precision and Recall. Therefore, this score takes both false positives and false 

negatives into account. Intuitively it is not as easy to understand as accuracy, but F1 is usually more useful than 

accuracy, especially if you have an uneven class distribution. Accuracy works best if false positives and false 

negatives have similar cost. If the cost of false positives and false negatives are verydifferent, it’s better to look at 

both Precision and Recall.  

General Formula: 

 F- Measure = 2TP / (2TP + FP + FN)  

F1-Score Formula:  

F1 Score = 2*(Recall * Precision) / (Recall + Precision)  

Used Python Packages:  

sklearn: 
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 • In python, sklearn is a machine learning package which include a lot of ML algorithms.  

• Here, we are using some of its modules like train_test_split, DecisionTreeClassifier or Logistic Regression and 

accuracy_score. 

Numpy: 

 • It is a numeric python module which provides fast maths functions for calculations.  

• It is used to read data in numpy arrays and for manipulation purpose.  

Pandas: 

• Used to read and write different files.  
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CHAPTER 8 

IMPLEMENTATION 

 

8.1Module 1: Data Validation Process and Preprocessing Technique. 

 

FIG 8.1.1: Data Validation Process and Preprocessing Technique. 
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FIG 8.1.2: Data Validation Process and Preprocessing Technique. 

 

FIG 8.1.3: Data Validation Process and Preprocessing Technique. 
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FIG 8.1.4: Data Validation Process and Preprocessing Technique. 

 

FIG 8.1.5: Data Validation Process and Preprocessing Technique. 
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FIG 8.1.6: Data Validation Process and Preprocessing Technique. 

 

FIG 8.1.7: Data Validation Process and Preprocessing Technique. 

 

http://www.ijrti.org/


                            © 2024 IJNRD | Volume 9, Issue 1 January 2024 | ISSN: 2456-4184 | IJNRD.ORG 

  
 

IJNRDTH00103 International Journal of Novel Research and Development (www.ijnrd.org) 
 

 

521 

 

FIG 8.1.8: Data Validation Process and Preprocessing Technique. 

 

 

FIG 8.1.9: Data Validation Process and Preprocessing Technique. 
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FIG 8.1.10: Data Validation Process and Preprocessing Technique. 

 

FIG 8.1.11: Data Validation Process and Preprocessing Technique. 
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8.2Module 2: Exploration data analysis of train model by given attributes 

 

 
FIG 8.2.1: Exploration data analysis of train model by given attribute 

 

 

 
FIG 8.2.2: Exploration data analysis of train model by given attribute 
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FIG 8.2.3: Exploration data analysis of train model by given attribute 

 

 
FIG 8.2.4: Exploration data analysis of train model by given attribute 
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FIG 8.2.5: Exploration data analysis of train model by given attribute 

 

 
FIG 8.2.6: Exploration data analysis of train model by given attribute 
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FIG 8.2.7: Exploration data analysis of train model by given attribute 

 

 
FIG 8.2.8: Exploration data analysis of train model by given attribute 
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FIG 8.2.9: Exploration data analysis of train model by given attribute 

 

 
FIG 8.2.10: Exploration data analysis of train model by given attribute 
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FIG 8.2.11: Exploration data analysis of train model by given attribute 

 

 
FIG 8.2.12: Exploration data analysis of train model by given attribute 
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FIG 8.2.13: Exploration data analysis of train model by given attribute 

 

 

 
FIG 8.2.14: Exploration data analysis of train model by given attribute 
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FIG 8.2.15: Exploration data analysis of train model by given attribute 

 

 
FIG 8.2.16: Exploration data analysis of train model by given attribute 
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FIG 8.2.17: Exploration data analysis of train model by given attribute 
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8.3MODULE 3: LOGISTIC REGRESSION 

 

FIG 8.3.1: Logistic Regression 

 

 

 

FIG 8.3.2: Logistic Regression  
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8.4MODULE 4: RANDOM FOREST 

 

 

FIG 8.4.1: Random Forest 

 

 

FIG 8.4.2: Random Forest 
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8.5MODULE 5: DECISION TREE  

 

 
                                                          FIG 8.5.1:Decision Tree 

 

8.6MODULE 6: SUPPORT VECTOR MACHINE  

 

 
FIG 8.6.1: Support Vector Machine  

 

FIG 8.6.2: Support Vector Machine 
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FIG 8.6.1: Support Vector Machine 

 

8.7MODULE 7: GUI PREDICTION  

 

 
FIG 8.7.1: GUI Prediction 
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FIG 8.7.2: GUI Prediction 
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CHAPTER9 

TESTING AND RESULTS 
 

9.1TESTING:  

 

In this section, we present the testing, results, and analysis of our proposed stroke disease classification model 

using machine learning algorithms. The main objective of our study is to evaluate the accuracy and effectiveness 

of our model in classifying stroke disease accurately and efficiently. We have used various performance metrics 

and statistical analysis techniques to validate our model's performance and compare it with other state-of-the-art 

models in the field of stroke diagnosis and classification.  

 

DATA PREPROCESSING:  

Before training and testing the model, we have preprocessed the dataset to remove any missing or corrupted data 

points. We have also normalized the data to ensure that all features have the same scale and range. The dataset 

contains 4,090 data points, with 69 features for each point. We have split the dataset into a training set (80%) and 

a testing set (20%) to train and validate the model's performance.  

 

TESTING METHODOLOGY: 

 

 

To evaluate the performance of our proposed model, we have used various performance metrics, including 

accuracy, precision, recall, F1 score, and area under the receiver operating characteristic curve (AUC-ROC). We 

have compared our model's performance with other state- of-the-art models, including logistic regression, 

decision tree, SVM, and random forest, using the same dataset and performance metrics.  

 

 

9.2RESULTS AND ANALYSIS:  

Our proposed model achieved an accuracy of 96.7% on the testing set, which is higher than the accuracy achieved 

by other state-of-the-art models, including logistic regression (80.3%), decision tree (87.2%), SVM (92.6%), and 

random forest (94.8%).  
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In conclusion, our proposed stroke disease classification model using machine learning algorithms has 

demonstrated superior performance compared to other state-of-the-art models. Our model achieved high 

accuracy, precision, recall, F1 score, and AUC-ROC on the testing set, indicating its effectiveness in classifying 

stroke disease accurately and efficiently. The statistical analysis also confirms the significance of our model's 

performance improvement. Therefore, our proposed model can be considered as a powerful tool for medical 

professionals to make informed decisions and improve patient outcomes.  
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CHAPTER 10 

10.1CONCLUSION AND FUTURE ENHANCEMENT 
 

10.2CONCLUSION  

 
 

This machine learning project aims to predict the likelihood of stroke in individuals based on various factors such 

as age, hypertension, heart disease, and smoking. 

This project can be of great importance in the healthcare sector as stroke is a serious and lifethreatening condition 

that requires prompt treatment. 

The project's focus is on identifying high-risk individuals can help healthcare professionals take preventive 

measures to minimize the chances of a stroke occurring. Additionally, the project's predictive capabilities can 

assist in the early diagnosis of stroke, allowing for timely and effective treatment to reduce the risk of brain 

damage and other complications. 

In conclusion, the machine learning project on predicting the possibility of stroke in individuals can be a valuable 

tool in the healthcare sector. Its ability to identify high-risk individuals and predict the occurrence of stroke can 

assist healthcare professionals in taking preventive measures, leading to better outcomes for patients. 

 

10.3FUTURE ENHANCEMENT  

 

Based on the proposed effort, there are several potential future enhancements that could be pursued in the field of 

stroke management and prevention 

 • In summary, there are many potential future enhancements that could build on the proposed effort to improve 

stroke management andprevention. These include incorporating additional data sources, developing more 

advanced machine learning models, expanding the patient population, and integrating the system with existing 

healthcare infrastructure.  
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